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1 Introduction

Consider a landlord who has just received a notice to vacate from the existing resident. How

does she determine what rent to ask of a new potential tenant? Like any retailer, she faces

a key tradeoff: a higher rent offers more revenue in the event of a transaction, but due to

uncertain demand, also increases the probability of the house not renting. The optimal rent

balances these marginal effects.

However, a number of unique features of real estate imply potential departures from the

fully rational benchmark described above. First, about half of U.S. rentals are owned by

“mom and pop” investors who may lack the sophistication, information, or cognitive resources

to set rents efficiently.1 Second, unlike financial markets, in which rational traders can bet

against others’ mistakes, real estate markets are comparatively inefficient. Segmentation, high

transactions costs, and the inability to short-sell limit arbitrage opportunities available to

rational investors. Third, since no two properties are exactly alike, and because information

on the cross-section of prices is not readily accessible, landlords prone to valuation errors, or

who use non-informative heuristics, may have a hard time realizing any errors they might

make.

In this paper, we explore whether stale information — a landlord’s exposure to aggregate

house prices over a decade ago — influences the rent she sets today.2 Among online rental

listings for over 43,000 houses in California from December 2018 to March 2019, we find that

landlords having last purchased their houses at the peak of the real estate boom (2005-2007)

charge rents 2-3% higher than landlords who acquired their houses in the ensuing bust

(2008-2010). This difference, which we refer to as the peak-bust rental spread, suggests that

5-10% of the price difference between peak and bust sales prices (25-40% in California)

remains durably imprinted in market rents.
1https://www.huduser.gov/portal/pdredge/pdr-edge-frm-asst-sec-061118.html
2Personal experiences have been linked to a wide variety of financial/economic decisions and outcomes. See

Nagel and Malmenadier (2011, 2012, 2016), Bernile, Bhagwat, and Raghavendra (2017), Nagel, Malmenadier,
and Yan (2018) and Bailey, Cao, Kuchler, Stroebel, and Wong (2018).
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Two immediate questions arise. The first is whether historical house prices really are

stale, or whether they tell us about current house quality, services provided by landlords, or

other attributes that matter to tenants. The second regards the mechanism. Even if the

timing of historical purchases is orthogonal to rental services, why do landlords appear to

take them into account at all?

Starting with the first question, a key aspect of our empirical design is that the measure

of staleness does not use the actual historical sales price of individual houses. In a seminal

paper studying loss aversion among condominium sellers in Boston, Genesove and Mayer

(2001) describe the econometric challenges associated with using actual purchase prices as

reference points against which gains and losses are measured. In particular, sales prices will

reflect durable, but unobservable aspects of housing quality. Thus, were we to estimate a

cross-sectional regression of current (t) house (i) rents Ri,t on observable characteristics Xi,t

and historical (τ < t) sales prices pi,τ , the concern is that past sales prices may proxy for street

noise, views, micro-environment, or other attributes not captured by hedonic characteristics

X.3

In hopes of minimizing this issue, our main analysis features cross-sectional regressions of

rents on a sequence of “acquisition vintage” dummy variables (in addition to standard hedonic

attributes), and thus exploits only fluctuations in house price index values as our source of

variation in purchase prices. While still possible that residual differences in unobserved house

quality exist across vintages, the size of any bias is limited to that caused by unobserved

heterogeneity between large, diversified groups containing thousands of houses each.

We address remaining cross-vintage heterogeneity through a number of subsequent tests.

Oster (2016), building on Altonji, Elder, and Taber (2005), develops and describes a method-

ology to assess the importance of omitted variable bias. The procedure compares the
3Genesove and Mayer (2001) characterize both the size and direction of the bias introduced by unobserved

house characteristics in estimates of loss aversion among sellers. Though simulations suggest that the absolute
size of such bias is small, their analysis also accounts for unobserved quality by including past sales residuals
(in logarithms) in regressions of current asking prices. For robustness, we also employ this approach (see
Table 5).
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coefficient(s) of interest — here, the difference in average rents across acquisition vintages

— when increasingly informative sets of controls are added to the regression. This cross-

regression sensitivity to observables (i.e., how much the estimated coefficient declines for a

unit increase in R2) is then used to place bounds on the true, bias-free effect. Intuitively, the

more stable the estimated coefficient, particularly with a substantial increase in R2, the less

likely that unobservables represent a significant source of bias. Applying this methodology to

our setting, we find that the peak-bust rental spread is virtually constant across specifications,

despite the fully-controlled regressions achieving explanatory power over 85%. To explain the

peak-bust rental spread, remaining unobservables would have to exhibit sensitivity to rents

over six times higher compared to that involving observables.

While house characteristics do not appear to explain much of the peak-bust rental spread,

perhaps differences in landlords and/or the quality of services offered by landlords vary across

acquisition vintages in a way consistent with the observed patterns. Indeed, we do find that

the composition of landlords is strongly related to acquisition vintage, with bust-acquired

houses being more likely to be purchased by corporate entities and/or professional investors.

However, this variation goes the wrong way toward explaining the result, because all else

equal, investors tend to ask higher, rather than lower, rents. In any event, the magnitude

of any effect is negligible; controlling for landlord type has almost no impact on our main

estimate (2.4%).

To further address this issue, we conduct a placebo test using Texas. Although data

on landlords is much sparser, price-to-rent ratios were and remain much lower in Texas

rather than in California, and thus, would likely have been equally (or more) attractive to

investors “reaching for yield” in the wake of the crisis. Critically however, Texas did not

experience the same house price volatility as did California through the early 2000s (see

Figure 4). Finding a complete absence of a comparable peak-bust rental spread thus suggests

that realized historical price volatility, rather than the changing composition of investors, is

the key determinant of the observed patterns.
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The remainder of the paper addresses the second question, i.e., the specific reason(s) why

fluctuations in real estate prices appear to influence rents over a decade later. We explore

three possibilities. The first is anchoring, whereby irrelevant information — aggregate real

estate prices a decade ago — are nevertheless regarded as informative by landlords, and

thus lead to pricing distortions relative to fundamentals.4 In contrast to the alternatives

featuring reference-dependent utility described below, anchoring makes landlords strictly

worse off compared to a fully rational benchmark. We demonstrate this using a simple model

of rent-setting adapted from Lazear (1986). Landlords anchored to high (low) historical

values ask too much (little) in rents, which leads to both a lower (higher) probability of

renting, and lower expected revenue (in both cases). Indeed, analysis of time-on-market

confirms this prediction: houses acquired at the peak sit in inventory about 8% longer than

those acquired during the bust.

The second and third possibilities rely not on landlords making valuation errors per se, but

on reference-dependent utility. Prior work on house sales demonstrates that sellers expecting

to realize a nominal loss, relative to the purchase price, set higher asking prices during sales

(Genesove and Mayer (2001)).5 Our analysis does not involve house sales, but rather the

analog in the rental market. If landlords regard periodic expenses as reference points, then

to the extent that historical prices affect monthly payments,6 similar considerations may

cause past sales to exert a nearly continuous influence on rental markets, in addition to their

punctuated impact on sales.
4Similar “memory” effects have been observed among renters in Bordalo, Gennaioli, and Shleifer (2019),

which shows that tenants moving to a less (more) expensive metropolitan area tend to rent more (less)
expensive apartments compared to non-moving local renters with similar income.

5Investors of financial assets also appear unwilling to sell stocks which have experienced nominal price
declines since purchase (i.e., losers). For examples of this “disposition effect” in stocks, see Odean (1998),
Frazzini (2006) and more recent evidence by Birru (2015). For examples of reference-dependent preferences
in other settings, see for example Pope and Simonsohn (2011), Lacetera, Pope, and Sydnor (2012) and Allen,
Dechow, Pope, and Wu (2016).

6For several reasons, mortgages and property taxes being the most important, how much a landlord paid
for a house influences the periodic expenses she faces in the future. In California, property taxes are not
marked to market annually, but per Proposition 13 of 1978, are instead limited to appreciate no more than
2% annually. Consequently, current taxes depend on historical prices, and given volatility in aggregate prices,
the time since purchase.
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The two broad ways in which monthly payments can influence landlord’s rent-setting

decisions are through prospect theory preferences (see Kahneman and Tversky (1979, 1991,

1992)), and through what we call liquidity management.7 In the first, the slope of a landlord’s

utility function, with respect to rent, is particularly steep for values near, but below, her

monthly payment. In the second, landlords with limited cash-on-hand may find it costly to

finance deficits between rent and monthly expenses, perhaps by delaying consumption8 or

liquidating other assets.

To establish empirical predictions, we return to the rent-setting model, but rather than

anchoring the landlord’s perceived home value to purchase prices, purchase prices determine

reference points, against which gains and losses are measured. Rent falling below a landlord’s

reference point causes a utility loss. As we show, the shape of the loss function is crucial,

leading to sharp empirical predictions depending on the type of reference dependence. Prospect

theory preferences lead landlords to be loss averse, which we parametrize by a loss function

that increases, but at a decreasing rate as the rent-cost deficit increases (i.e., losses exhibit

diminishing sensitivity). The liquidity management loss function also increases with this

deficit, but at an increasing rate: although landlords don’t like having to pay $500 out-of-

pocket to maintain a rental, paying $1,000 is more than twice as painful.

The key insight that emerges is that when a landlord expects rent to not exceed her

reference point (i.e., she expects a loss), the optimal rent depends on two competing effects.

On the one hand, a higher rent reduces the size of the cost-rent deficit if the house rents,

but also leads to a lower probability of renting, which exposes the landlord to an even larger

loss. Under prospect theory, the first effect dominates, while with liquidity management,

the second effect is larger. Consequently, loss-averse landlords always set rents above the

risk-neutral benchmark — a specific manifestation of prospect theory’s general prediction of
7In the sales market, Stein (1995) and Genesove and Mayer (1997) characterize the impact of home equity

on asking prices. Liquidity constrained sellers facing losses may be unable to move, or forced to “move down,”
due to inadequate down payments for subsequent mortgages.

8Argyle, Nadauld, and Palmer (2017) present evidence that monthly-payment considerations impact the
demand for automobiles.
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risk-seeking in the domain of losses — whereas liquidity-constrained landlords choose lower

rents, attempting to hedge against an even larger loss incurred in the no-rent state.

To test this idea, we seek to compare two groups of landlords who own similar houses, but

face different monthly expenses. For this analysis, our main comparison is between landlords

that choose different leverage at time-of-purchase, while controlling for purchase price. The

control group consists of landlords employing little to no leverage, with loan-to-value (LTV )

ratios below 50%. For this group, the sum of all monthly obligations would typically be

substantially lower than market rents, and thus, the loss function would have a minimal

impact on rent-setting. In the intent-to-treat group are landlords with LTV ratios exceeding

95%, among which we expect most landlords to face paper losses on a monthly basis.9 Among

these landlords, the loss function is expected to play a role, and with a direction that reveals

the mechanism.

The comparison of rents asked by the high- and low-LTV groups points strongly to

prospect theory, rather than liquidity management. Controlling for house quality, landlords

with little to no leverage ask almost 5% less than landlords in the high-LTV group. As

further evidence against liquidity management, we show that the peak-bust spread is present

also for properties that are more likely to be held by deep pocketed investors, for whom

liquidity concerns are likely less important. For this test, we split our sample based on zip

code-level income and/or the level of monthly rent, finding a peak-bust rental spread at

least as large in wealthy areas and for expensive houses, which is inconsistent with liquidity

management playing a primary role.

Importantly, while the results above appear supportive of a prospect theory interpretation,

they do not rule out anchoring to historical prices also playing a role in rent-setting. To

address this possibility, what was the control group in the prior test (low-LTV borrowers) now
9We use intent-to-treat to describe the high-LTV cohort because beyond LTV at time-of-purchase, we

lack further data on landlords’ monthly expenses, and therefore cannot precisely measure gains and losses for
individual landlords. To the extent that the high-LTV group contains landlords not experiencing losses, the
estimated magnitudes will be biased downward.
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constitutes the sample of interest. Because we expect a large majority of low-LTV landlords

to be cash-flow-positive, the loss function is largely irrelevant, implying that sensitivity to

acquisition vintages would indicate anchoring. Indeed, we find that low-LTV landlords

manifest the same peak-bust rental spread behavior as that observed in the full sample.

Together, these results suggest that both anchoring, as well as prospect theory considerations,

likely play a role in rent-setting in the residential real estate market.

The rest of the paper proceeds as follows. Section 2 introduces a simple model illustrating

the biases and distortions that can lead to past purchase prices to affect current rents set by

landlords. The last part of the section formalizes the empirical predictions we aim to test in

the data. Section 3 presents our dataset of rental listings, and the key empirical results on

the effects of historical purchase prices (i.e., acquisition vintages) on house rents. Section 4

studies differences in time-on-market for peak- and bust-acquired rental houses. Section 5

provides tests intended to disentangle the different economic mechanisms driving our results.

Section 6 concludes.

2 A Simple Model of Rent Setting

We begin with a stylized, one-period model, based on Lazear (1986), involving a landlord

attempting to rent out a house she owns.10 The purpose of the model is to fix ideas for the

empirical tests that follow, which relate the price a landlord paid (proxied using the year it

was purchased) to its asking rent, as well as to the length of time it sits on the market.

As a benchmark, we first characterize in Section 2.1 the optimal rent when the landlord:

1) holds correct beliefs about the distribution of her house’s value, and 2) maximizes only

expected revenue. Then, we allow for stale information to become relevant by weakening each

of these assumptions. In the first case (Section 2.2), the landlord comes to hold potentially
10While our model is stylized, it captures the key economic tradeoff at the core of studies of rent-setting

behavior in the residential market. See, for example, Stull (1978) and Allen, Rutherford, and Thomson
(2009).
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incorrect beliefs because she anchors to historical purchase prices. Specifically, a landlord

who paid a high (low) price is optimistic (pessimistic) about her house’s value, and thus sets

a rent that is too high (low). In the second case (Section 2.3), although maximizing expected

rent remains a consideration, she also cares about rent exceeding a pre-specified reference

level, which depends on stale information (i.e., the historical purchase price).

2.1 Benchmark Case

There is a single landlord, whose house has value v ∼ U [0, 1] to any potential tenant. The

landlord, knowing only the distribution of v but not its realization, posts a take-it-or-leave-it

rent R, for which the tenant can rent the house (v ≥ R), or if not (v < R), search for another

one. There is a single period, all parties are risk-neutral, and the reservation utility for

landlords and tenants are both zero. The landlord’s problem is:

max
R

(1− F [R])R = max
R

(1−R)R, (1)

which gives R∗ = 1
2 , and expected revenue of 1

4 . The landlord’s ex-ante lack of information

about v means that she cannot price discriminate, and thus trades off the probability of

renting (1−R) against the rent conditional on a successful match (R). The expected surplus

from trade is 1
4 +

∫ 1
R∗(v −R∗)dv = 3

8 < E[v] = 1
2 . The efficiency loss obtains from situations

where R > v, but nevertheless, the house fails to rent.

Note that the maximization problem ignores any costs the landlord may face, and thus

equates expected revenue with expected profit. For determining R∗, this makes no difference

for costs that do not depend on rent, such as periodic maintenance, taxes, or mortgage service.

On the other hand, the solution will generally differ if the cost of providing rental services is

not constant across potential tenants, or if rent acts as a screening device.
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2.2 Anchoring to Historical Prices

Now consider that the landlord of house i believes (mistakenly) that v ∼ U [∆, 1 + ∆], where

∆ ∈ {−X,X}; 0 ≤ X ≤ 1
2 . The first case, ∆ = −X, corresponds to undervaluation, whereas

the second case, ∆ = X, implies a landlord who is positively biased about the distribution of

v. The landlord will now set

R∗ = 1 + 2∆
2 , (2)

which is either too high, or too low, by X.

If the house is undervalued by the landlord, the expected revenue is 1
4 − X

2, and the

landlord’s expected revenue is strictly worse than in the benchmark case. Although the

house now rents more often than before, this is more than offset by lower rent in the event

of a successful match. The tenant is, of course, better off, with an expected utility of∫ 1
R∗(v −R∗)dv = 1

2(X + 1
2)2 > 1

8 . The total surplus is 3
8 + X

2 −
X2

2 , increases as the landlord

becomes more pessimistic about her house’s value: as X increases, R∗, and consequently the

probability of the house not renting, both approach zero. In the limit of X = 1
2 , the house

always rents (R∗ = 0), and the tenant captures the entire surplus.

On the other hand, when the house is overvalued, the landlord sets R∗ = 1+2X
2 . The

landlord’s expected revenue remains 1
4 −X

2, and the tenant’s expected utility is 1
8 −

X
2 + X2

2 .

In contrast to the prior case, the landlord’s bias now reduces the total surplus. Now, as X

approaches 1
2 , R→ 1, the combined surplus goes to zero, as the probability of renting the

house diminishes to zero.

2.3 Reference-Dependent Utility

As an alternative, return to the benchmark case, where the landlord holds correct beliefs

about v. However, in addition to maximizing expected profit, the landlord is influenced

by a reference point C > 0, against which rent R is directly compared. If R ≥ C, the

landlord’s objective function is as above, i.e., she maximizes expected revenue as in Equation
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(1). However, for R < C, the landlord experiences an additional utility loss g(C −R) > 0,

where g′(·) > 0.

There are two primary ways to motivate the existence of reference point C, and the

landlord’s loss function around it, g(·). One is through liquidity management, whereby C

constitutes the landlord’s periodic (e.g., monthly) expenses related to the rental property.

To the extent that the rent R fails to exceed C, the landlord must fund the deficit from

other sources. Here, g captures the frictions associated with such cash-flow management,

such as liquidating other assets (i.e., transactions costs), delaying other consumption, or the

opportunity cost of the landlord’s time. Under the liquidity-management hypothesis, we

specify convexity in the loss function, or g′′ > 0. With this formulation, we wish to capture

the intuition that modest rent-cost deficits are relatively easy for landlords to accommodate,

but grow increasingly costly with the size of the shortfall.

Reference-dependence can also arise through prospect theory preferences (Kahneman and

Tversky (1979), (1991), (1992)). A key attribute of prospect theory is “loss aversion,” whereby

the loss function g is particularly steep for small, positive values of C −R. In contrast to the

loss function motivated by liquidity management considerations, the loss function is concave

(g′′ < 0) under prospect theory.11. Although the landlord always prefers smaller deficits

(recall that g′ > 0 in all cases), under prospect theory, she is particularly concerned with

minimizing the chance of incurring even small losses.

Under both liquidity management and prospect theory, the reference point, C, may depend

on the price a landlord paid for her house. One reason, which applies to every property in our

sample, is due to peculiarities in the California tax code. Proposition 13, passed by the state

legislature in 1978, mandated that property taxes on newly sold property be no more than

1% of the purchase price; furthermore, subsequent percentage increases in taxes were limited

to 2%. The combination of these factors means that property tax bills remain closely tied to
11Of course, because R enters with a negative as the argument, g exhibits convexity with respect to R,

consistent with traditional formulations of prospect theory utility functions.
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original acquisition prices, even decades later. A second reason is due to interest service on

mortgages. In general, higher purchase prices translate to larger mortgages, and therefore

higher monthly payments.

With reference-dependent utility, the landlord’s optimization problem becomes:

max
R

(1−R)R− (1−R)g(C −R)−Rg(C), (3)

which we present in expanded form to highlight the difference with the benchmark case,

represented by the second and third terms. The last captures the additional loss in expected

utility if the house does not rent. Given that g′(.) > 0, and that g(0) = 0, it follows that

g(C) is the maximum utility loss the landlord can experience, which occurs with probability

R. The second (middle) term captures the landlord’s loss in the event that the house rents,

g(C −R), scaled by 1−R, the chance the house rents at posted rent R.

The optimal rent is now:

R∗ =


1−g(C)

2 if C ≤ Ĉ

1− 1+g(C)−g(C−R∗)
2+g′(C−R∗) otherwise,

where Ĉ is defined by

g′(0)[Ĉ − 1] + 2Ĉ + g(Ĉ)− 1 = 0. (4)

The cutoff Ĉ characterizes the value of the reference point below which, in equilibrium,

R∗ > C. In this region, C still plays a role in the landlord’s decision, but only insofar as she

reduces the rent, in order to avoid the maximum loss, −g(C), which is experienced if the

house fails to rent. This leads to our first proposition.

Proposition 1 For Ĉ >> C ≈ 0, R∗ ≈ 1
2 .

When the landlord’s reference point is small, the optimal rent is close to the no-reference

point benchmark, which follows from g(0) = 0. In our later empirical analysis, we will develop
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empirical proxies for C, which generate cross-sectional dispersion in the size of landlords’

reference points. For sufficiently small values of these proxies, the rents we observe constitute

our approximation to the benchmark case with no reference dependence.

Our second proposition pertains to higher values for C. For C > Ĉ, the landlord will

experience a utility loss not only if the house doesn’t rent, −g(C), but also a (smaller) loss if

it does, −g(C − R). This additional consideration leads to an upward, discontinuous rent

shift at Ĉ. Crucially, the size of this shift, as well as how R∗ varies with further increases in

C, depend on the shape of g(·).

Proposition 2 For C > Ĉ, under prospect theory, R∗ > 1
2 , the benchmark with no reference

dependence. Likewise, in the liquidity management case, R∗ < 1
2 .

To build some intuition for Proposition 2, consider first the linear case, g′′(·) = 0, where

g(C −R) = K(C −R), where K > 0. With a linear specification, changes in R have equal,

but opposite effects on the utility loss experienced by the landlord. On the one hand, a

lower value for R decreases her chance of experiencing the maximum possible loss (−KC),

but at the same rate, increases her chance of experiencing a smaller loss, −K(C −R), with

the marginal effects with respect to C exactly offsetting. Thus, although the presence of

the reference point unambiguously decreases the landlord’s expected utility, K is an affine

transformation of the expected revenue with no reference dependence, the specific value of C

plays no role, and R∗ equals the benchmark value of 1
2 .

This is not true when the loss function g(·) exhibits curvature. Unlike the case in which

g′′(·) = 0, both a concave (corresponding to prospect theory) or convex loss function (liquidity

management) lead to an unambiguous relation with the benchmark case with no reference

dependence. Provided that C > Ĉ, then

R∗ >
1
2 ⇔ g′(C −R∗) > 2[g(C)− g(C −R∗)],
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which can be written as
g′(C −R∗)
g(C)−g(C−R∗)

R∗

> 2R∗.

Observing that the left hand side is the ratio of the local slope of g evaluated at C − R∗,

compared to the average slope from C to C −R∗, it follows directly that R∗ > 1
2 ⇔ g′′(·) < 0,

and R∗ < 1
2 ⇔ g′′(·) > 0.

Intuitively, Proposition 2 illustrates a key trade-off between the two effects of reference

dependence on the optimal rent-setting behavior of landlords. When the loss function is

fairly flat around the reference point, but steepening as the R− C deficit widens (g′′(·) > 0),

landlords are mostly concerned about renting the house and avoiding large losses, even if this

requires dropping the rent, and accepting a modest loss. Such modest losses are, of course,

exactly what landlords with prospect theory preferences (g′′(·) < 0) find least tolerable on

the margin. For them, the diminishing sensitivity of the loss function creates an incentive

for risk taking in the loss region, a key implication of prospect theory. In our context, such

risk-taking is operationalized via higher rent: even though this reduces the probability of

renting (and reduces expected revenue), it is offset by the benefit of narrowing C −R, in the

event that the house successfully rents.

2.4 Discussion

The model delivers several testable implications. The main set of predictions focuses on

how rents may reflect stale information, to the extent that historical purchase prices distort

landlords’ views about their houses’ values, or establish a reference point around which utility

depends. Our central claim is that our measure of staleness — the year a house was most

recently purchased — exhibits minimal correlation with fundamentals, both observed and

unobserved. That is, in the cross-section of landlords indexed by i, we take the year of

purchase as positively correlated with ∆i and/or Ci, but crucially, not with vi. A major

component of our analysis establishing the main empirical findings (Section 3) is to rule out
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correlation between acquisition timing and vi.

Subsequent analysis focuses on disentangling the key economic mechanisms driving

distortions in house rents. In particular, Section 5 explores the implications of Propositions 1

and 2. Within the reference-dependence framework, we seek to distinguish between prospect

theory and liquidity management. We develop further tests to isolate the effects of anchoring,

independent of reference-dependent preferences.

A further set of predictions — which arise with both anchoring and reference dependence

— is centered around the insight that rents overpricing should be associated with a lower

probability of renting, which we proxy using the length of time a house sits on the market

(Section 4). For this analysis in particular, it is important to emphasize that the model is

highly stylized, specifically with regard to the timing (one period). In reality, houses that

don’t rent in one period have additional chances thereafter, though we believe that ignoring

dynamics is largely innocuous in our context. As in the analysis of retail pricing in Lazear

(1986), when the landlord can test the market over multiple periods, she sets a high initial

rent, and gradually drops it over time. Though a multi-period setting will change the level

of posted rents relative to the single-period benchmark, the key distortions introduced by

anchoring or reference-dependent utility will still arise, thus allowing stale information to

still influence rents.

Finally, note that in the model posted rents are take-it-or-leave-it offers which cannot be

negotiated. While tenants may occasionally be able to successfully negotiate for lower rent,

conversations with listing agents suggests that with current market conditions in California’s

major cities (where the vast majority of our houses are located), concessions are unusual,

and when they do occur, modest. In any event, our main findings are impacted only to the

extent that such off-listing bilateral negotiations differ depending on the purchase year of the

property.
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3 Estimation of the Peak-Bust Rental Spread

3.1 Rental Listings Data

Our dataset is constructed by collecting rental listings from major online rental listings

services. The final dataset of advertised rents is based on listings for houses located in

the state of California, collected from December 2018 through March 2019. We exclude

from the dataset houses and apartments for which the number of bedrooms, the number of

bathrooms, size or information on the last sale date are not available. We also exclude houses

last purchased before 1980, houses that have a last purchase date more recent than their

construction date (presumably a data error), and listings that have been online for more than

300 days at the time of collection.

Our main dataset consists of 44,237 rental listings which, in our analysis, we pool and treat

as a single cross-section. Figure 1 shows the geographic distribution of these listings across

California zip codes, while Table 1 reports summary statistics of the data. The majority of

the properties are single family residencies (SFRs). Roughly 17.7% of properties are condo

or apartments, 7.7% are townhouses, and 5.5% are multi-family residencies. Less than 1%

are studios. Slightly less than 40% of listings are posted by real estate agents, suggesting

that roughly 60% correspond to smaller, non-institutional investors, consistent with the

overall fraction of mom-and-pop investors observed in national surveys. At the time of data

collection, on average, a typical listing has been online for 39 days (median 23 days). The

average monthly rent in the dataset is slightly above $3,500 (median $2,750), with a standard

deviation of $3,400.

3.2 Purchase Vintages and Current House Rents

Our key empirical exercise consists of comparing otherwise similar houses purchased at

different points during the peak-bust cycle that occurred from the mid 2000s through the
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early 2010s. Figure 2 shows some preliminary patterns. For 2-bedroom homes (single

family residences, townhouses or apartments) in the city of Los Angeles, we plot the average

advertised rent/square foot for a sequence of six, non-overlapping acquisition vintages: 2002-

2004, 2005-2007, and so on, until 2017-2019. The blue bars report average rent per square

foot for each purchase vintage, and for comparison, the red line is the S&P Case-Shiller index

value for Los Angeles over the same years. The correlation is easily apparent, with rents

being higher for houses purchased at the peak (2005-2007) and/or during the recovery (after

2013), and lower for houses purchased during the bust (2008-2013).

An immediate concern is that houses acquired at different times may differ in terms of

quality, location, services, or other relevant attributes. We thus generalize the patterns above

in a regression framework that includes controls for various dimensions of house quality:

log(Ri) = ΓIp,i + BctrlXctrl,i + az + ei, (5)

where Ri is the monthly rent for listing i, Ip,i is a vector of acquisition vintage dummies,

Xctrl,i is a vector of house i’s characteristics, and az is a family of zip code fixed effects. To

keep the number of categories manageable (as we will report the coefficients for each vintage

in our tables), and to focus more precisely on the specific years of interest, all properties

acquired prior to 1990 are lumped together, as are properties purchased from 1990-1994 and

1995-1998. Starting in 1999, we group vintages into 3-year increments: 1999-2001, 2002-2004,

and continuing through 2017-2019. The latter group is the reference category in our estimates.

The set of house characteristics, Xctrl,i, is extensive, and includes dummies for the number

of bedrooms and bathrooms in the property, as well as indicators for properties that offer

only street parking (no garage or parking slot), for properties that have shared laundry,

for townhouses, condos or apartments and studios. Other characteristics include the log

square feet size of the property, age and age squared, and dummies for rental properties that

forbid pets, that do not have air conditioning, and that provide a refrigerator, a dishwasher,
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hardwood flooring, and/or forced air heating and central air conditioning. For condos and

apartments, we also include the floor on which the apartment is located. In some specifications,

we also control for the log number of days the property has been listed online (log number of

days-in-inventory), as well as whether the listing was posted by a real estate agent.

Columns 1, 2, 3 and 4 of Table 2 report parameter estimates for different specifications

of Equation (5), depending on which control variables are included. Relative to the 2017-

2019 acquisition vintage, individual estimates of Γ are negative and statistically significant,

indicating that houses most recently acquired rent for the highest amounts. One potential

explanation for this is that purchase dates may correspond with renovations, so that houses

acquired more recently may have more, and/or more contemporary, updates not captured by

Xctrl,i. Consequently, if the historical price trend were monotonic, it would be difficult to

disentangle the “stale price” effect from that related to recent renovations.

California represents a near-ideal setting for making the distinction. Because prices

dropped so precipitously from 2008-2010 compared to the three years prior (2005-2007),

comparing rents between these particular vintages represents a lower bound on the stale-

price effect, since the older vintage is also the most (historically) expensive. Starting with

the first column, the difference between peak (2005-2007) and bust (2008-2010) vintage is

5.5 − 3.0 = 2.5%, and 5.1. − 3.0 = 2.1% when compared to the subsequent three years

(2011-2013). Both of these differences are statistically significant at the 1% level.12

Figure 3 provides a graphical representation of the vintage-to-vintage patterns, plotting

the individual elements of Γ based on the fully controlled specification in column 4 of Table

2 (top panel), against changes in the historical price index over the same years (bottom

panel).13 When compared, the two panels of Figure 3 show a clear positive co-movement.
12The reader might be concerned that part of the difference between the 2005 to 2007 and the 2008 to

2010 dummy is driven by houses that last transacted in 2008. At that point, the housing market had not yet
reached its bottom, and the purchase prices for some rental properties might still have been (relatively) high.
In Table A.1 in Appendix A we repeat the analysis excluding all properties last sold in 2008. The results are
virtually identical to the ones reported in Table 2.

13Whereas Figure 2 uses the Case-Shiller Index for Los Angeles, Figure 3 calculates a similar index,
replacing the dependent variable (log rent) with the log purchase price of each listed property i in Equation
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Returning to Table 2, the last two columns show the results when, instead of using vintage

dummies to capture extreme highs and lows of the historical price index at time-of-purchase,

we use these index values directly. In column 5, the acquisition dummy indicators are replaced

with a single variable, the logarithm of plast,zip, which corresponds to zip code-specific price

indices (ZHVI) published and maintained by Zillow.14 Column 6 uses the logarithm of plast,CA,

the average of the Case-Shiller values for San Diego, Los Angeles and San Francisco from

January 1987 through June 2019. In both cases, with zip code fixed effects, the coefficients

can be interpreted as within-zip elasticities, i.e., the percent rent by which two houses in the

same zip code would differ on average, for every percent change in the price index prevailing

when they were respectively acquired.

Interestingly, the coefficients in columns 5 and 6 are almost identical, with an implied

elasticity of 0.054, and t-statistics exceeding ten. Observing that average prices in California

dropped by 25%-40% (depending on location) from the peak in Summer 2006 through the

bottom in Fall 2011, the estimated peak-bust rental spread of 2.3% implies that 5-10% of

historical price fluctuations remain imprinted in current market rents, even a decade later.

3.3 Unobserved Quality

An important concern is that the cross-sectional patterns we document might be driven, at

least in part, by unobserved heterogeneity across housing units. If either house quality or

services vary in the same way as do fluctuations in historical prices, beyond what is captured

by controls, then the relation between stale prices and rents will be spurious. We begin in

Section 3.3.1, describing the key identification problem, as well as how our main source of

(5). This allows us to use the entire sample, including houses not in major metropolitan areas, for which
Case-Shiller estimates are not generated. Parameter estimates are reported in Table A.2 in nominal (columns
1 and 3) and real (columns 2 and 4) terms, the latter using December 2018 as the reference date. The figure
looks nearly identical if we use an equal- or weighted-average of Case-Shiller index values for all major cities
in California.

14ZVHI values are based on hedonic, proprietary machine-learning algorithms. The reported frequency is
monthly, and because ZHVI is not uniformly populated, coverage can vary by zip code. The longest available
series start in April 1996.
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price variation (acquisition years) offers important advantages for minimizing the concern.

The following two sections then present additional tests intended to address remaining

heterogeneity in house quality (3.3.2) and landlords/services quality (3.3.3).

3.3.1 Why Acquisition Vintages Rather than Historical Prices?

Recall that our key empirical strategy, shown in Equation (5), relates asked rents to the

year(s) in which a property was purchased, not to the original purchase price. By focusing

on fluctuations in past index values, our hope is to isolate price variation largely orthogonal

to unmeasured quality attributes, and thus identify an effect on rent-setting that is not due

to omitted heterogeneity in quality.

To see the advantage of using index values rather than historical prices, note that rental

houses are financial assets, allowing us to value them using standard techniques. At any

time t, the price of financial asset i, pi,t, is the sum of its future cash flows Ci,t+1, Ci,t+2,...,

each deflated by a discount rate rt+1, rt+2,... that compensates investors for time preferences

and risk. For simplicity, assume that, at time t, prices are formed with the expectation of a

constant growth rate in cash flows, Ct+1
Ct

= ḡt, and a constant discount rate r̄t. With these

assumptions, the price of housing unit i at time t can be written as

pi,t = E[Ci,t+1]
r̄t − ḡt

= ρE[Ri,t+1]
r̄t − ḡt

, (6)

where r̄t and ḡt are the discount and growth rates prevailing at time t, which are assumed

to be identical for all houses in the cross-section.15 While possible that financial risk differs

across the state of California, most of this variation should be captured by zip code fixed

effects, leaving only risk differences between houses within a few miles of each other, which

we presume to be small.16

15Numerous studies find that growth rates in rents are small and stable, on the order of 0.5-1% above
inflation. See Shiller (2006), Campbell, Morris, Gallin, and Martin (2009), and Giglio, Maggiori, and Stroebel
(2015).

16For example, it is plausible that house values are more sensitive to the macroeconomy in large cities.
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Ri,t+1 is the expected rent, of which fraction 1− ρ is lost to taxes and other costs. Let

log (Ri,t+1) = φi,t + βtXi,t, where βtXi,t represents a mapping of observable characteristics

onto the flow of rental services, and φi,t a multiplier representing quality attributes not

spanned by Xi,t. Rearranging terms, we have:

εi,t = log(pi,t)− βtXi,t = log(ρ) + φi,t − log(r̄t − ḡt). (7)

The left hand side represents the pricing error from a hedonic regression of sales prices on

observable house characteristics. These residuals can be attributed to differences in taxes

and/or operating efficiency (ρ), unobservable quality (φ), and capitalization (“cap”) rates

(r̄ − ḡ).17

Equation (7) clarifies the reason why including the historical price of house i, pi,τ<t, in a

time-t cross-sectional regression of rents is potentially problematic. Because pi,τ is a function

of φi,τ , a positive correlation with φi,t means that variation in pi,τ will also capture variation

in current quality, invalidating the interpretation of pi,τ as a measure of staleness. Fortunately,

the same decomposition also indicates a natural solution.

Since the nature of the identification problem is cross-sectional — house j has a higher

historical price residual than house i because it is better in some way — achieving identification

from the time series offers an appealing alternative. As indicated by Equation (7), fluctuations

in capitalization rates (r − g) induce fluctuations in asset prices, even when the house’s cash

flow characteristics, particularly φ, do not change. Indeed, an important goal of commercially

published real estate indices, such as Case-Shiller or Zillow’s “Home Value Index” (ZHVI),

is to account for both observable and unobservable dimensions of house quality, and thus

Standard asset pricing models would indicate that investors demand a risk premium for holding assets with
such higher exposure, and should be reflected in the discount rate.

17In real estate, it is common to quote prices as multiples of net operating income (NOI), which approximate
the cash flows available to equity investors (debt costs are not part of NOI). The ratio NOI

pt
is equal to

the capitalization rate, or “cap rate.” Whereas NOI does not perfectly correspond to free cash flow (the
numerator in Equation (6)) — for example ignoring investment costs — this discrepancy makes little difference
for the discussion here.
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capture time-series variation in capitalization rates, rather than compositional changes.18

Accordingly, in hopes of breaking the linkage between historical prices and unobservable

quality, our analysis focuses on historical fluctuations in index pricing which, because such

fluctuations exhibit such a distinct temporal signature in California, can also be inferred from

examining year-of-purchase directly. Indeed, recall from the last two columns of Table 2 that

the estimated rent-index sensitivities are nearly identical to those implied by the cross-vintage

comparisons.

Although vintage-level unobservable quality may vary, a number of factors suggests that

such heterogeneity is likely too small to meaningfully affect our results. Most importantly, the

main source of variation is limited to that differing, on average, between acquisition vintages

containing thousands of houses each. Moreover, for our estimates to be biased upward, any

such vintage-level average differences must be negatively correlated with the capitalization

rate prevailing at time t, in order to generate a positive correlation with historical prices.

The following two sections show that accounting for cross-vintage heterogeneity usually goes

in the opposite direction than what would be needed to account for the peak-bust rental

spread in the data. Consequently, omitted house (or landlord) characteristics do not appear

capable of providing a credible alternative to the interpretation of stale prices impacting

current rents.

3.3.2 House Heterogeneity

Mean differences among observables. To the extent that unobservable heterogeneity be-

tween vintages is correlated with differences in observable characteristics, comparing house

characteristics may help alleviate the concern that peak-acquired houses are better than

bust-acquired ones. Table 3 reports various means of house characteristics for the four

acquisition vintages 2005-2007, 2008-2010, 2011-2013, and 2014-2016. In general, differences
18The Case-Shiller index is constructed from repeated sales. Zillow’s proprietary algorithm is inherently

cross-sectional, and may include measures of quality not incorporated in standard hedonic analysis.
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are minimal, and when they are significant, often go the opposite way of the main finding.

For example, bust-acquired houses tend to be more newly constructed (about two years) than

either of the immediately following vintages in 2011-2013 and 2014-2016, despite having lower

rents. The main comparison of interest, however, is between the peak- and bust-acquired

houses, between which we fail to find any statistically significant difference in size, number of

bedrooms, number of bathrooms, likelihood of being a condominium/apartment (versus a

single family home), age, laundry services (for apartments) and parking policy.

Statistical diagnosis of unobservables. More formal treatment of unobservable variable

bias is developed by Altonji, Elder, and Taber (2005), and subsequently extended in Oster

(2016). The goal is to place plausible bounds on the size of omitted variable bias, given

structural assumptions about the effects of both unobservable and observable factors on the

outcome variable of interest (here rents). The typical procedure is to estimate regressions

with progressively more controls, measuring: 1) how much the R2 increases, and 2) how much

the coefficient of interest (here the coefficients on purchase/acquisition vintage dummies) is

reduced. The final step is to extrapolate to a hypothetical regression that controls for all

relevant factors, i.e., those both observed by the econometrician, as well as those not observed.

In this hypothetical estimation, which involves the maximum possible explanatory power,

R2
max, the question is whether we would still estimate a significant effect for the coefficient(s)

of interest, and if so, its magnitude.19

The answer depends on the extent to which unobservables behave similarly to observables,

in terms of their marginal impact on the estimated treatment effect. If this sensitivity, δ,

is equal to one, then the effect of unobservables is identical to that of the observables, and

the extrapolation to R2
max respects the “slope” between the long and short regressions. For

example, if control variables increase the R2 from 30% to 50%, with β declining from 1 to 0.7,

one would hypothesize that in a theoretical regression with R2
max = 90% –an increase twice

that observed from the short to long regressions (2× 20% = 40%)– the coefficient of interest
19R2

max might still be less than 1 due to, for example, measurement error, but is still expected to be very
high.
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would suffer an additional decline of 2× (1− 0.7) = 0.6, for an estimated bias-free treatment

effect of 0.1. Likewise, the cases δ < 1 and δ > 1 correspond, respectively, to unobservables

having a smaller and larger impact on the treatment effect than observables.

Because δ is itself unobservable, a common implementation of this procedure is to ask,

for a given long-short regression pair, and a hypothetical R2
max, how large would δ need to be

in order to fully explain the observed effect. Denoting this threshold δ̄, high values imply a

required sensitivity that is larger (in absolute value) than the one with respect to changes in

observable characteristics. For more details on the methodology developed by Oster (2016),

see Appendix B.

Table 4 presents two variants of this calculation. In column 1, the treatment variable is

the “bust” indicator, taking a value of one if the house was purchased at the depth of the crisis

(2008-2010). The short regression includes only zip code fixed effects and the other (non-bust)

acquisition dummy variables (R2 = 62.7%), while the inclusion of house characteristics in the

long regression increases the R2 to 85.9%. The negative value for δ̄ = −8.22 at R2
max = 100%

reflects the observation that the estimated treatment effect becomes larger (in absolute value),

relative to the other acquisition vintages, in the long versus short regression. That is, for the

bias-free treatment effect to be zero, not only would unobservables have to display roughly

eight times the sensitivity to the treatment effect as do observables, but with opposite sign.

Absent such unusual correlation structure, the estimates here suggest that the rent reduction

observed among bust-acquired houses is unlikely to be explained by unobserved heterogeneity

in housing quality.

The second column adds the peak-vintage coefficient in relief. In addition to a dummy for

the bust (2008-10), we also include an indicator for the period that spans both these years,

and the peak years immediately proceeding (2005-2010). With both variables in the regression

together (along with vintages outside the 2005-2010 window), a significant coefficient on the

bust-vintage dummy indicates that, relative to 2005-2007, the years 2008-2010 are associated

with lower rent. Column 2 shows this is the case, both in the short (3.0%) and long (2.4%)
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regressions. Unlike in column 1, where we observed a strengthening of the effect, column 2

indicates a decline, but the effect is very modest: even if the R2
max were 100%, unobservables

would have to exert an influence on the treatment effect over six times larger than that

involving observable factors.

Lagged hedonic residuals. As an additional test of the importance of unobservables on the

acquisition-vintage fixed effects, we implement the empirical strategy introduced by Genesove

and Mayer (2001) and Beggs and Graddy (2009), which uses past sales residuals from hedonic

regressions to measure quality attributes not spanned by observable characteristics. We first

estimate a regression similar to Equation (5):

log(pi,last) = BctrlXctrl,i + az + ay + vi, (8)

where pi,last is the last purchase price of the house, Xctrl,i is the same vector of controls

used in column 4 of Table 2, az is a zip code fixed effect, and ay a year-of-last-sale fixed

effect.20 Denoting πi,last as the hedonic estimate from Equation (8) for house i′s most

recent sale, we then estimate several variants of Equation (5) that incorporate the residual

log(pi,last)− πi,last = vi.

Table 5 presents the results. In the first column, note that although the coefficient on

the difference in log residuals from past sales log(pi,last)− πi,last, is strongly and positively

associated with current rent, its inclusion has almost no impact on the sequence of acquisition

vintage coefficients. In particular, the estimate of the peak-bust rental spread remains stable

at 2.5%, with a p-value less than 1%. Column 2 replaces the acquisition vintage indicators

with the logarithm of the last sales price, along with the lagged residual.

Our preferred specification eschews actual historical sales prices due to their potential

correlation with unobserved quality. However, the specification in column 2 includes lagged

residuals, along with contemporaneous house characteristics, so that the estimate of the
20Virtually identical results obtain including separate fixed effects for each zip code × year-of-last-sale pair.
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coefficient on log(pi,last) is driven more by changes in index prices, rather than cross-sectional

heterogeneity.

Recall from column 4 of Table 2 that a peak-bust rental spread of 2.3% implies a rent

elasticity to historical prices of about 0.054 — i.e., a 10% drop in index prices corresponds

to a 0.54% drop in rents. This is similar to, although somewhat lower than, the estimated

coefficient on log(pi,last), from column 2, which is 0.083 (t = 16.7).21 Controlling for house

age and time-on-market leaves the results unchanged (column 3), as does interacting lagged

residuals with purchase vintages, which allows the value of unobservable characteristics to

appreciate with the overall price index (column 4).

3.3.3 Landlord Heterogeneity

Rather than peak- and bust-acquired houses differing in terms of their property characteristics,

in this section we consider that systematic differences in owners and/or landlords may be

responsible for the observed differences. For example, some landlords may provide superior

service for their rental properties, and consequently, charge higher rent. A second possibility

is that holding costs for empty properties may differ across landlords, and thus, alter the

tradeoff between higher asking rents and a lower probability of matching with a tenant.22 In

this section, we consider the joint hypothesis that: 1) the types of owners acquiring rental

property varies through the housing cycle, and 2) the predicted direction on asking rents

parallels that of the peak-bust rental spread.

Controlling for landlord type. To address this issue, we begin by supplementing our set of

rental listings with data from Corelogic deed files, which identifies the name of the most recent
21One possible reason, as discussed in Genesove and Mayer (2001) is that in addition to capturing changes

in the housing index, and quality attributes not spanned by controls, transactions prices may reflect over- or
underpayment relative to fundamentals. See the discussion on pages 1238-1241 of Genesove and Mayer (2001)
for a detailed discussion of this issue, and the potential biases introduced.

22Note that this case corresponds directly to the version of the model presented in Section 2.3, but where
C < Ĉ. In this region, the landlord experiences no loss disutility in the event that the house rents, and thus,
the reference point matters only insofar as it changes her reservation utility to −g(C). In this case, rents
strictly decrease with g(C).
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buyer. Linking each individual listing to the Corelogic data requires an exact property match,

resulting in 34,473 listings (78% of the data) where the property owner can be identified. For

25,000 of these properties we can observe the full set of house and rental characteristics. Two

designations in the deed records are significant: those for absentee and corporate owners.

The former are directly flagged in the deed record files. For the latter, Corelogic identifies a

number of these directly, which we supplement by searching for key words in buyer names,

such as “LLC,” “corporate,” “investment,” “INC,” and other words frequently associated

with corporate entities.

Regarding the first part of the joint hypothesis above, owner/landlord composition varies

strongly with aggregate house prices. The fraction of houses with absentee owners at the time

of purchase increased sharply during the bust. Whereas 25.5% of listings last purchased in the

years from 2005-2007 were originally absentee owned, this increases to 38.3% for properties

last purchased from 2008-2010, and again to 53.6% for acquisitions from 2011-2013. Similar

patterns are observed for corporations, increasing from 2.5% for 2005-2007, to 11.2% for

2008-2010, and finally to 14% for 2011-2013.23

We then return to our benchmark specification in Equation (5), but now control for

landlord type. Table 6 presents our results. To ensure that the sample containing landlord

information is comparable to the full dataset, the first two columns show the results of

re-estimating our baseline specifications from prior analysis, without new variables. The

estimated peak-bust rental spread remains very similar (2.2%, p < 0.01), both with (column

2) and without (column 1) the lagged hedonic residual included.

We then augment the specification with indicators for absentee and/or corporate owners.

Column 3 shows that accounting for absentee owners makes virtually no difference in the rent

spread between peak- and bust-acquired houses (2.2%, p < 0.01). Moreover, absentee owners

— which increased in frequency during the bust — are associated with significantly higher
23Similar patters in the bust and post-crisis period for several residential real estate markets in the United

States are discussed also in Xiao and Xiao (2019).
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rather than lower rents, the opposite pattern implied by the peak-bust rental spread. The

final column adds an indicator for corporate entities, which we assume are absentee owners,

and thus, constitute a subset of the absentee owner group. This distinction, shown in column

4, indicates that of the absentee owners, it is corporations who are most responsible for the

higher estimated rent. Yet, despite the inclusion of controls for landlord type, the peak-bust

rental spread remains stable at 2.3%, significant at the 1% level.24

A placebo. We replicate our analysis by linking acquisition vintages to rents in Texas.

Geographically large, populous, growing, and demographically diverse, the U.S. state with

the second largest economy represents arguably the best single-state comparison to California

(the largest economy), though admittedly important differences remain. One is that relative

to California, Texas real estate is considerably less expensive. As of 2019, a market report

by Cushman and Wakefield indicates that every property class in both commercial and

residential (multi-family) real estate has a higher price-to-rent ratio in California’s major

cities compared to those in Texas, despite prices in the latter having more than doubled over

the last decade.25 Unfortunately, because Corelogic’s data on deed records is less detailed

compared to California, we cannot explicitly control for landlord characteristics as before.

However, given that current income (rather than appreciation) is the prime consideration for

corporate real estate investors, it seems reasonable that plummeting bond yields during the

crisis — the rate on 10-year U.S. Treasury bonds was over 5% in June 2007 but less than

2.5% in December of 2008 — would have also tilted the composition of Texas’s landlords

toward having more investors, as observed in California.26

Another important difference is that the extreme price volatility observed in California

did not occur in Texas. Whereas Los Angeles and San Francisco saw prices rise by 121% and
24We have also interacted both landlord types with the acquisition vintage indicators. Though the peak-bust

rental spread is present across both landlord groups, the estimates are smaller, noisier and less significant for
absentee landlords and corporate landlords.

25See http://www.cushmanwakefield.com/en/research-and-insight/2019/us-q1-2019-marketbeat.
26Evidence of real estate investors reaching for yield in the U.S. is provided by Glaeser (2013) and Duca

and Ling (2018). Korevaar (2019) provides evidence that exploits an historical setting from the 17th and
18th century in the Netherlands.
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91% respectively from January 2000 to January 2005, only to fall by 21% and 27% over the

following five years, Dallas’s Case-Shiller index indicates a rise of only 16% from 2000-2005.

More importantly, for all major cities in Texas, prices rose from 2005-2010, including Dallas,

where real estate values increased by a modest 0.5%. Comparable price changes, based on

the “All Transactions Price Data” from the St. Louis Federal Reserve Bank, for Houston

were 26% (2000-2005) and 14% (2005-2010), for Austin 21% and 23%, and for San Antonio

25% and 20%.

Together, these observations suggest that if stale prices influence rents, we would not

expect to find a comparable peak-bust rental spread in the Lone Star State, whereas if

compositional changes in landlord/owners were responsible for the peak-bust spread observed

in California, we likely would. Figure 4 reports the results. As with the analogous figure for

California, we plot the estimated coefficients for a sequence of purchase/acquisition vintage

dummies. The top panel corresponds to a cross-sectional regression of current rents, and

the bottom panel to a panel regression, where the dependent variable is the logarithm of

the acquisition price for each house. Together, the analysis in Texas shows a fairly smooth

trajectory in historical prices, and a complete absence of a peak-bust rental spread between

2005-2007 compared to 2008-2010. In fact, the estimated coefficient for the latter vintage

is higher than that for the former, although jointly, no coefficient on any of the acquisition

vintage dummies is significant.

4 Time on Market

To this point, we have focused only on the impact of stale information on the rents asked by

landlords. However, recall that in the model in Section 2, the probability of a house renting

is inversely proportional to its rent. Thus, to the extent that acquisition years distort asking

rents relative to fundamental values — through either anchoring or reference dependence —

we would also expect to find distortions when examining the time a house sits on the market
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before renting. More specifically, controlling for quality, houses purchased during the peak

(at high prices) are expected to rent more slowly than houses acquired during the bust (at

low prices).

To examine this issue, we estimate the number of days each listing was posted online before

renting. We make three assumptions. The first is that when a house listing disappears online,

this implies that the house has been rented. Although a house’s failure to rent may result in

it being put up for sale, or in cases of proposed rentals that are currently owner-occupied,

simply taken off the rental market, we believe that such situations are rare. The second

assumption stems from the way the data set was assembled. We crawled the online portal

over consecutive two-week intervals, and thus observe whether a listing disappeared between

collection dates, rather than the exact date it rented. When a listing disappears, we assume

that it rented halfway between the collection dates. This means that each listing will be

mis-measured by seven days on average, with a minimum (maximum) of one (thirteen) day(s).

The final assumption is that the online portal occasionally features “zombie” listings, where

the house has rented, but the advertisement has not been removed. We therefore drop the

roughly 4% of observations with listing times exceeding 300 days. This filter has a minimal

impact on the results, and alternative cutoffs give similar estimates.

Overall, the California rental market during the data collection period appears very tight,

with over one-third of houses leaving the market within two weeks. Our main interest is

whether, conditioned on observables, peak-acquired houses take longer to rent than bust

acquired houses. On average, the difference is relatively modest, with the former taking 45 days

to rent versus 41 for the latter. Although a relatively small difference, a Kolmogorov-Smirnov

statistic rejects the hypothesis that the peak and bust groups are drawn from the same

distribution (p < 0.05), both of which are plotted in Figure 5. While the difference is small

for much of the range, houses acquired during the peak (blue dots) become overrepresented

starting at about 50 days, and continuing through the right tail of the distribution.

Regression analysis confirms a small, but statistically significant disparity in the time-to-
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rent. We estimate:

log(daysi) = βr log(Ri) + BctrlXctrl,i + az + ei, (9)

where daysi is the number of days on market. Although most of our observations correspond

to completed spells, approximately 25% remain outstanding as of our final collection date

(mid-March 2019). Consequently, in Table 7, we present maximum-likelihood estimates from

an accelerated failure time (AFT) model that accounts for right-censoring.27 Xctrl,i represents

the same vector of listing characteristics used in Equation (5), excluding the log of inventory

days, and az is a zip code fixed effect.

The first two columns of Table 7 indicate that across the entire sample, after controlling

for characteristics, more expensive houses take longer to rent. With the logarithm of rent by

itself (column 1), the estimate suggests that in the cross-section, a house with 5% higher rent

will take 3% longer to clear the market, or about 1.3 days on average. Column 2 shows that

this effect is concave, so that a 5% higher rent would lead to a 2.8 days delay on average.

Column 3 focuses specifically on the difference in time-on-market between the peak-and

bust-acquired vintages, with only houses acquired from 2005-2010 in the estimation. After

controls for house characteristics and zip code, the point estimate is 6%, although with

marginal statistical significance (p < 0.10). Note that while of the same order of magnitude,

the estimate in column 3 (6.3%) is two to four times larger than that implied by either

columns 1 or 2. One possible explanation is that despite the attributes spanned by observable

characteristics, and those captured by lagged hedonic residuals, rents in the cross-section

nevertheless contain information about house quality. However, if this is not true for rent

disparities caused by stale information — i.e., if this represents pure rent dispersion unaffiliated

with quality — then we would expect to see a larger effect on inventory times (as we do).
27The residual ei is assumed to have an extreme value distribution, and the baseline hazard function is

Weibull with shape parameter κ. The shape parameter determines whether the hazard rate in the model is
increasing (κ > 1), decreasing (κ < 1) or constant (κ = 1) in the number of days on market.
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The results in the last column of Table 7, along with the average size of the peak-bust

rental spread, can be used to produce a back-of-the-envelope estimate of the loss in expected

revenue for a landlord acquiring her house at the bust, compared to one acquiring her house

at the peak. At an average rent of $3,524 (the sample average), a 2.3% reduction implies a

revenue loss of $972 a year. Although on average the house will rent 6% faster (3 days), this

expediency is offset by the lower rent only 3 months into the lease term. Thus, the total,

annualized difference in revenue between peak- and bust-acquired rental houses is about

$700 on average. While we believe this rough calculation is useful for benchmarking the

all-in distortion implied by stale information the rental market, we reiterate that whereas the

effects of stale prices on rents appear to be estimated relatively precisely across a variety of

specifications, due to the measurement error discussed above, we are less confident in the

analogous spread for time-on-market.

5 Why Does Stale Information Influence Rents?

The model in Section 2 suggests two potential reasons why, holding house quality constant,

landlords having paid more for their houses might charge higher rent today: reference-

dependence (Section 5.1) and anchoring (Section 5.2). In this section, we conduct cross-

sectional tests intended to indicate whether one, or both, contribute to the peak-bust rental

spread differential.

5.1 Reference Dependence

One reason why stale prices can matter is through reference-dependent utility, whereby

landlords experience periodic (e.g., monthly) disutility when the cash flow received from

a rental property falls short of a predetermined threshold. A natural candidate for such a

threshold is the sum of the landlord’s recurring expenses. The most important of these are
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both linked to the past purchase price: property taxes and mortgage service.28 The impact

of prices on debt service is straightforward, because more expensive houses will, in general,

require larger mortgages, with higher periodic payments. The role played by property taxes is

specific to California, due to legislation (Proposition 13) that limits increases to 2% annually.

Thus, a San Francisco house last purchased in January 2000 for $500,000, if it followed the

Case-Shiller Index would be worth about $1,335,000 in October 2019, but for tax purposes,

would be valued at 1.0219.8 × $500, 000 ≈ $740, 000. A landlord having purchased the same

house in 2000 would pay about $500 less in monthly taxes, compared to one that purchased

it recently for current market value.

The goal of this section is to test Proposition 2, which indicates that reference-dependence

may either increase, or decrease, asking rents, depending on the curvature of the loss function.

Provided that the reference point C is not too small, landlords face a tradeoff associated with

setting a high rent: although the realized loss is smaller if the house rents, the probability of

the house not renting is larger, which exposes the landlord to an even greater loss. When

landlords are loss averse (g′′ < 0), the steepness of the loss function in the neighborhood of C

dominates the landlord’s rent-setting decision, and R is set fairly close to C, even though this

increases the chance of the house not renting. On the other hand, when landlords are more

concerned about insuring against large losses (g′′ < 0), lower rents are optimal, since they

minimize the chance that the house fails to rent. Thus, by examining whether variation in C

leads to more, or less, aggressive rent-setting by landlords, we can infer whether loss-aversion,

or liquidity management, appears to more accurately capture landlords’ preferences.

Fortunately, the data offer a suitable way to generate cross-sectional dispersion in reference

points C, while holding other features of the property constant. For a subset of the properties

in our sample, Corelogic reports the original amount borrowed by buyers who used a mortgage

to finance their house purchase. For example, for the same San Francisco house above, a
28 Ratnadiwakara and Yerramilli (2017) show that property taxes and mortgage amounts affect listing

prices in house sales. However, the authors use property taxes and mortgage amounts as proxies for the total
historical sunk cost of a property at the time of sale. They do not study house rents, and consequently do
not explore the channel determined by reference-dependent utility.
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buyer that uses 80% mortgage financing in 2019 would borrow 80%× $1.335M = $1.07M .

At 4% for 30 years, the corresponding monthly payment would be $6,100. On the other

hand, the monthly payment using only 50% debt for the purchase would be only $3,800.

The analysis here controls for the purchase price, and instead focuses on variation in the

loan-to-value (LTV ) ratio.29

We first compare rents, controlling for historical purchase prices, between landlords

with low-LTV (50% or less) and high-LTV (95% or higher) ratios. The low-LTV group

represents the control group, for which we expect C to play little if any role in the landlord’s

rent-setting decisions. Recall from Proposition 1 that if C is small, the optimal rent is close

to the benchmark without reference dependence.30 The high-LTV group represents the

intent-to-treat group. Among these landlords, we assume that the high interest costs — in

addition to taxes and other expenses — tip the balance such that the typical highly-levered

landlord cannot avoid a monthly “loss” (R < C) at current rents.

Although we lack detailed data on maintenance expenses for each property, back-of-the-

envelope calculations suggests that the LTV cutoffs used above are reasonable for identifying

landlords likely to experience monthly gains or losses. The average rent in our sample is

$3,500 per month. Allocating 20% to property maintenance and other miscellaneous expenses

(e.g., exterior maintenance), the average rental house yields perhaps $2,800 monthly before

taxes and mortgage service. As described above, property taxes in California depend on

purchase, not market, prices. Using the average historical purchase price of $590,000, the

monthly property tax bill will be about $550 per month, leaving $2,250 prior to mortgage

service. Using a 30-year term, and an interest rate of 4%, the LTV which generates a monthly
29We exclude from the data observations for which the LTV ratio at the time of the last purchase is equal

to zero. We make this choice because LTV = 0 may imply that the property was purchased with cash, or
that the buyer obtained financing through a channel alternative to the mortgage market. Such alternative
forms of debt financing are not recorded in the Corelogic data.

30Specifically, recall that if C < Ĉ, then in equilibrium, the house rents for more than the reference point
(i.e., R > C), and g(R− C) = 0. Although the model predicts that rents for 0 < C < Ĉ will be lower than
rent in the no-reference-dependence case, we assume that for very low LTV values, C is small enough that
this is negligible.
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payment (principal and interest only) equal to the rent is 77%.31 We thus select LTV cutoffs

roughly equidistant from this threshold, in hopes of grouping landlords into those likely to

face a monthly deficit versus surplus.32

Among the approximately 4,000 landlords with LTV ratios either below 50% or above

95%, we estimate:

log(Ri) = φLTV,highILTVi,last>0.95 + φp log(pi,last) + ρ(log(pi,last)− πi,last)+ (10)

+ BctrlXctrl,i + az + ui,

where LTVi,last is the loan-to-value (LTV ) ratio for the house at the time of purchase. The

key covariate is the dummy transformation of LTV , ILTVi,last>0.95, which takes a value of one

when the LTV is greater than 0.95, leaving the low-LTV group as the reference category.

Importantly, note that in contrast to our benchmark estimates, we now control explicitly

for lagged purchase prices, log(pi,last), and instead focus on variation in monthly payments

through variation in LTV . As a control for unobserved heterogeneity in house quality, we

also include the lagged hedonic residual from Equation (8), log(pi,last)− πi,last.

The first column of Table 8 indicates a positive and significant coefficient estimate for

φLTV,high. Holding purchase price constant, landlords having borrowed 95% or more set rent

4.5% (p < 0.01) higher than those with LTV ratios less than 50%. Column 2 adds interactions

between lagged hedonic residuals (log(pi,last)− πi,last) and acquisition vintages, allowing the

rental value of unobserved heterogeneity to appreciate with the housing index since purchase.

However, consistent with our primary findings that include the lagged residual, this inclusion

makes virtually no difference for rent-setting.

The next three columns show the results when we include all observations for which
31For this calculation, we use 4%, which corresponds to (approximately) the minimum rate available to

investors over the last 15 years. By doing so, we assume that landlords having initially borrowed when rates
were higher would have subsequently refinanced, and thus, lowered their monthly payments.

32A landlord borrowing 95% of the purchase price would face a monthly payment of $2,880, requiring
the landlord to contribute $630 to cover the shortfall. In contrast, a landlord with 50% LTV would have a
monthly surplus of about the same amount.
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we have LTV data, not just those at the extremes of the distribution. Columns 3 and 4

maintain the dummy variable specification, with the reference category now being houses

for which 0.50 < LTV ≤ 0.95. The estimates here, which parallel the controls employed in

columns 1 and 2, indicate that the rent-LTV relation is fairly uniform across the distribution.

Moving from the high-LTV group to the middle-LTV group is associated with a reduction

in asking rents of 2.25%, with another drop of 2.34% when transitioning to the low−LTV

group. Column 5 shows the result when the raw value of LTV is included as a covariate.

With a t-statistic of nine, the coefficient on LTV suggests that an increase in the LTV ratio

of 0.25 — similar to moving from the middle category to either extreme in columns 1 and 2—

leads to a rent increase of about 2%.

In addition to the analysis involving monthly payments in Table 8, we present two

additional pieces of evidence in Tables A.3 and A.4 in the Appendix. While we lack wealth

and/or income data on landlords, particularly for non-corporations for which we expect loss

averse preferences to be most likely, we use average house rents (Table A.3) and zip code-level

income (Table A.4) as a crude proxy for the financial position of landlords.33 Here, the idea is

that the maximal per-period loss possible – the house not renting – would likely have a smaller

utility impact on deep-pocketed versus poorer and/or financially constrained landlords. If so,

then according to Proposition 2, reference-dependence based on liquidity management would

predict an inverse relation between rent and index values at time of purchase – the opposite

of what we observe – and in addition, attenuating as landlord wealth increases. Instead,

what both tables indicate is that the peak-bust rental spread is not only present among zip

codes with higher average income and for more expensive houses, but is stronger than in the

complementary samples. Together with the evidence on monthly payments, these findings

are consistent with loss averse landlords minimizing cost-rent deficits provided that the house

rents, and contrary to liquidity-constrained landlords attempting to hedge large losses by
33We provide separate estimates of the peak-bust rental spread for listings: with monthly rent above and

below median, and: from zip codes with income above/below median, based on estimates from the 2016 SOI
Individual Income Tax Statistics published by the Internal Revenue Services.
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dropping rents.

5.2 Anchoring

A second reason that acquisition vintages could influence rents is through anchoring. In

textbook treatments of asset pricing and investment decisions, only forward-looking informa-

tion regarding expected cash flows and opportunity costs should matter. However, several

decades of experimental and field studies indicate evidence that investors allow stale and/or

otherwise irrelevant information — anchors — to enter financial decisions.34 Applied to

pricing and valuation decisions, Ariely, Loewenstein, and Prelec (2003) note that although

the “vast majority of anchoring experiments in the psychological literature have focused on

how anchoring corrupts subjective judgment, not subjective valuation or preference....because

valuation typically involves judgment....it is not surprising that valuation, too, can be

moved up or down by the anchoring manipulation [Emphasis added].”

The classic anchoring experiments intentionally involve signals that are irrelevant to

the task at hand, and are understood as irrelevant by the subjects.35 In our context, the

irrelevance of the anchor — historical index values at the time a house is purchased — may

be less obvious to landlords. If so, then what looks like “pure” anchoring may, in fact, be

landlords using irrelevant signals from the past to infer current fundamentals, but simply not

recognizing their lack of information content.

Of course, this begs the question of why landlords appear to regard such non-informative,

stale information as relevant for their pricing decisions. One possibility is simply that they

fail to adequately distinguish between cross-sectional and time-series price dispersion, perhaps

because cross-sectional variation is more familiar or salient, compared to changes in index
34Kahneman and Tversky (1974) were the first to document anchoring in the laboratory. For a review

of the literature on anchoring in financial decisions, see Shiller (1999). For more recent contributions, see
Beggs and Graddy (2009), Bucchianeri and Minson (2013), Maniadis, Tufano, and List (2014) and Dougal,
Engelberg, Parsons, and Van Wesep (2015).

35For example, Ariely, Loewenstein, and Prelec (2003) demonstrate a strong, positive association between
willingness-to-pay for items like Belgian chocolates and cordless keyboards with the last two digits of a
person’s social security number, which became salient after writing them down.
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values over time. Recall from the discussion in Section 3.3.1 that index-level variation (i.e.,

across acquisition vintages) is due mostly to discount rates,36 whereas cross-sectional price

variation (i.e., between two houses at a given point in time) reflects mostly differences in

quality. Conditional on observables, this means that in the cross-section, houses with high

price residuals are expected to have high rent residuals as well, both due to unobservable

attributes like street noise, views, micro-location attributes like trees, sun exposure, and so

forth.

While speculative, it seems to us plausible that a rule-of-thumb, derived from cross-

sectional experiences could, when conflated with the time series, generate distorted beliefs

in the way described. For example, a landlord paying attention to the local market would

likely browse nearby listings, visit open houses, or otherwise obtain real-time information

about the market. Such activities inherently involve cross-sectional comparisons, and may

give rise to a heuristic such as “better houses (i.e., those with more desirable features) both

sell and rent for more.” That is, of course, true, and follows from Equation (7). However,

this rule-of-thumb is less appropriate when making time-series comparisons, e.g., “My house

sold for a lot several years ago, so it must be a better house, and accordingly should rent for

more.” Thus, landlords who erroneously attribute discount rate variation to unobservable

quality may come to hold distorted beliefs about their house’s value, the key assumption in

Section 2.2.

Observationally, while sharing the key prediction of classical anchoring — irrelevant

information being treated as relevant — the behavior described here may be more accurately

characterized as “anchoring via misattribution,” in the sense that landlords’ reliance on

irrelevant signals stems from a misunderstanding of the information structure, rather than

from alternative psychological foundations for anchoring.37

36This is analogous to evidence from the stock market. Cochrane (2008) argues that because price-to-
dividend ratios do not reliably predict dividend growth, that variation in expected rates of return (risk
premia) represents the most important source of stock market volatility.

37See, for example, Mussweiler and Strack (2001), Epley and Gilovich (2006), Bergman, Ellingsen, Johan-
nesson, and Svensson (2010) and other contributions mentioned in the literature review by Furham and Boo
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This interpretational caveat notwithstanding, we attempt to separate the effects of

anchoring from reference-dependence again relying on the LTV data, but for a different

purpose. Now, in Table 9, rather than comparing high-LTV and low-LTV borrowers, we

focus only on the latter, re-analyzing the peak-bust rental spread for only this subset. Column

1 shows the results for the LTV ≤ 50% cohort,38 whereas column 2 uses a cutoff of 75%.

In both cases, for which we expect loss aversion to play a minimal role in rent-setting, the

peak-bust rental spread is at least as large as our benchmark estimates. Columns 3 and 4

repeat the analysis using the zip code-level index at the time of purchase. In these cases as

well, historical index prices appear strongly related to current rents, suggesting that even

when landlords expect positive cash flows from renting, stale information over a decade ago

continues to impact rent-setting decisions.

6 Conclusion

Among approximately 43,000 rental houses in California, we ask whether stale signals —

historical house prices over a decade prior — influence the rent-setting behavior of landlords

today. A summary of our findings is:

- Landlords of houses acquired when aggregate prices were high (2005-2007) set rents 2-3%

higher than landlords having bought houses during the ensuing correction (2008-2010).

Alternatively, current rents are strongly related to historical values of the Case-Shiller

index (or other similar measures) at the time of purchase.

- Virtually none of this effect is explained by observable house quality or landlord

characteristics, despite the explanatory power (in rent regressions) from the latter being

large. This likewise suggests that unobserved sources of heterogeneity are unlikely to

explain the key finding.
(2011).

38Estimates of the purchase/acquisition vintage dummies for this cohort are noisier than in the previous
tables, due to the limited sample size.
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- Houses acquired at the peak take longer to rent.

- Part of the mechanism works through a desire for rent to exceed monthly payments.

Controlling for purchase price, landlords who borrowed more heavily to finance their

purchases ask higher rent. This finding is consistent with prospect theory (loss aversion),

and inconsistent with liquidity constraints.

- Part of the mechanism is independent of monthly payments. Even for houses purchased

using very little debt, such that rent will far exceed monthly payments, rents remain

strongly related to historical index prices. This finding is consistent with anchoring.

On the empirical side, studying rents rather than prices represents, in our view, an

important contribution to the existing behavioral literature. As Barberis notes when describing

the challenges of taking prospect theory to the data, “In any given context, it is often unclear

how to define precisely what a gain or loss is, not least because Kahneman and Tversky (1992)

offered relatively little guidance on how the reference point is determined.” For this reason, it

is perhaps unsurprising that most studies of reference dependence in financial markets study

consecutive transactions in the same market — e.g., buying and selling a house (Genesove

and Mayer (2001)), buying and selling a stock (Odean (1998)), issuing debt at different times

(Dougal, Engelberg, Parsons, and Van Wesep (2015)), and so forth. The evidence presented

in this paper suggests that in addition to these “intramarket” effects, reference points appear

capable of spanning markets: those established in one context (sales) can influence outcomes

in another (rents).

To the extent that this generalizes, the impact of reference points is potentially much

larger than previously recognized. For example, do landlords that buy when aggregate

prices are high spend more on maintenance expenses? Or, even beyond real estate, when

short-selling, do institutions having bought their shares for high prices (relative to the current

market) charge higher fees when lending their shares? In such settings, reference points may

exert a near-continuous “flow” influence, in addition to their saltatory impact at time-of-sale.
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For assessing magnitudes, this is particularly important for real estate: whereas only about

6% of U.S. homes sell every year (see Piazzesi and Schneider (2009)), almost half of housing

units in California are rented. Future work might quantify the extent to which rigidity in

rental markets — even in aggregate — can be attributed to the type of stale information

effects described herein.

On the theoretical side, although simple, the model develops clear, testable implications

that shed light onto how landlord utility functions incorporate reference points. Whereas loss

averse preferences prescribe that landlords will set high rents when faced with high reference

points, the opposite prediction obtains (lower rents) for reference dependence arising from

liquidity constraints. Finding evidence for the former hypothesis thus provides empirical

support for one of prospect theory’s central predictions: risk-seeking in the domain of losses.

It is worth emphasizing the specialness of the real estate market for identifying such risk-

taking behavior, since uncertainty about demand plays a crucial role. Without this feature —

consider stocks or credit markets, where finding a buyer is virtually costless — there would

be no trade off between prices (rents) and the probability of a transaction occurring. In this

respect, the limited depth of the rental market offers an econometric advantage for assessing

landlord’s willingness to accept higher risk (the house not renting) in exchange for the chance

of narrowing any loss.
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Tables

N. Obs. Mean Median Std. Dev.

size (sqft) 44,237 1,753 1,548 1,052

1 bed 44,237 0.0564 0 0.2308
2 bed 44,237 0.2410 0 0.4277
3 bed 44,237 0.3915 0 0.4881
4-plus bed 44,237 0.3111 0 0.4629

1 bath 44,237 0.1636 0 0.3699
2 bath 44,237 0.3776 0 0.4848
3 bath 44,237 0.3323 0 0.4710
4-plus bath 44,237 0.1266 0 0.3326

condo/apt. 44,237 0.1765 0 0.3813
townhouse 44,237 0.0770 0 0.2667
multi-family 44,237 0.0549 0 0.2277
studio 44,237 0.0068 0 0.0823
age 38,648 41.53 38 25.85
listing by agent 44,237 0.3944 0 0.4887
inventory days 42,811 39.44 23 48.05

monthly rent ($) 44,237 3,524 2,750 3,409
last purchase price ($) 42,938 590,092 408,000 702,820
last purchase year 44,237 2010.6 2013 7.12

Table 1: Summary statistics for the rental listings dataset.
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(1) (2) (3) (4) (5) (6)
Log Rent Log Rent Log Rent Log Rent Log Rent Log Rent

log(plast,ZIP ) 0.0536***
(0.00511)

log(plast,CA) 0.0539***
(0.00461)

dummy 1980s -0.129*** -0.104*** -0.105*** -0.0945***
(0.0151) (0.00913) (0.0122) (0.0123)

dummy 1990;1994 -0.0927*** -0.0802*** -0.0742*** -0.0657***
(0.0130) (0.00777) (0.00994) (0.00999)

dummy 1995;1998 -0.0510*** -0.0630*** -0.0538*** -0.0487***
(0.0100) (0.00622) (0.00758) (0.00770)

dummy 1999:2001 -0.0510*** -0.0649*** -0.0575*** -0.0543***
(0.00875) (0.00574) (0.00699) (0.00698)

dummy 2002:2004 -0.0381*** -0.0506*** -0.0425*** -0.0400***
(0.00715) (0.00471) (0.00523) (0.00522)

dummy 2005:2007 -0.0280*** -0.0341*** -0.0288*** -0.0275***
(0.00786) (0.00456) (0.00518) (0.00517)

dummy 2008:2010 -0.0554*** -0.0580*** -0.0536*** -0.0518***
(0.00678) (0.00407) (0.00450) (0.00453)

dummy 2011:2013 -0.0503*** -0.0486*** -0.0452*** -0.0442***
(0.00615) (0.00399) (0.00432) (0.00431)

dummy 2014:2016 -0.0174*** -0.0168*** -0.0154*** -0.0161***
(0.00557) (0.00366) (0.00389) (0.00389)

age -0.00154*** -0.00149*** -0.00146*** -0.00147***
(0.000416) (0.000398) (0.000414) (0.000399)

age-sq 9.77e-06** 9.66e-06*** 9.72e-06** 9.68e-06***
(3.88e-06) (3.67e-06) (3.86e-06) (3.68e-06)

log(inventory days) 0.0167*** 0.0166*** 0.0171*** 0.0167***
(0.00165) (0.00158) (0.00164) (0.00158)

log(size) 0.380*** 0.378*** 0.372*** 0.376*** 0.372***
(0.0173) (0.0187) (0.0185) (0.0191) (0.0185)

agent listing -0.0101*** -0.0123*** -0.0143*** -0.0155*** -0.0144***
(0.00240) (0.00266) (0.00266) (0.00273) (0.00269)

shared laundry -0.0554*** -0.0530*** -0.0553*** -0.0574*** -0.0553***
(0.00779) (0.00833) (0.00791) (0.00820) (0.00789)

townhouse -0.0966*** -0.107*** -0.106*** -0.105*** -0.106***
(0.00574) (0.00648) (0.00634) (0.00649) (0.00635)

condo -0.110*** -0.120*** -0.123*** -0.122*** -0.122***
(0.00748) (0.00884) (0.00877) (0.00900) (0.00877)

multi-family -0.136*** -0.146*** -0.140*** -0.143*** -0.141***
(0.00757) (0.00877) (0.00863) (0.00898) (0.00866)

street parking -0.0354*** -0.0400*** -0.0521*** -0.0552*** -0.0539***
(0.0109) (0.0124) (0.0123) (0.0128) (0.0123)

studio -0.380*** -0.407*** -0.404*** -0.404*** -0.401***
(0.0304) (0.0352) (0.0346) (0.0354) (0.0346)

refrigerator 0.0235*** 0.0236*** 0.0232***
(0.00390) (0.00400) (0.00390)

dishwasher -0.00123 -0.00142 -0.00145
(0.00288) (0.00293) (0.00288)

no pets -0.0188*** -0.0186*** -0.0186***
(0.00273) (0.00281) (0.00273)

hardwood floor 0.0317*** 0.0319*** 0.0317***
(0.00276) (0.00282) (0.00275)

forced heat 0.0123*** 0.0126*** 0.0125***
(0.00292) (0.00293) (0.00293)

no AC -0.0267*** -0.0260*** -0.0261***
(0.00804) (0.00777) (0.00804)

central AC 0.0301*** 0.0300*** 0.0303***
(0.00384) (0.00381) (0.00383)

floor (condo) 0.00297** 0.00272** 0.00287**
(0.00126) (0.00125) (0.00124)

bedrm dummies NO YES YES YES YES YES
bathrm dummies NO YES YES YES YES YES
zip code FE YES YES YES YES YES YES
F-stat 05:07 - 08:10 10.49 24.65 20.29 20.08 - -
p-value 05:07 - 08:10 0.0012 0.0000 0.0000 0.0000 - -
F-stat 05:07 - 11:13 7.87 9.92 9.76 10.51 - -
p-value 05:07 - 11:13 0.0051 0.0017 0.0018 0.0012 - -
Obs 43,138 43,138 36,555 36,555 34,748 36,447
R-sq 0.629 0.858 0.857 0.859 0.858 0.859

Table 2: Impact of acquisition vintage on current asked rents (see Equation (5)). In columns from 1 to 4,
the Table also reports the F -statistics and relative p-values for two tests. The first one is the test for the null
that the dummy coefficient for properties last purchased from 2005 to 2007 and the dummy coefficient for
properties last purchased from 2008 to 2010 are equal. The second test is for the null that the coefficients for
the 2005 to 2007 and the 2011 to 2013 dummies are equal. In column 5, we replace the acquisition vintage
dummies with the log of the ZHVI price index in the month when the house was last purchased and in the
zip code where the house is located (log(plast,zip)). In column 6, we replace the acquisition vintage dummies
with the log of the California house price index constructed by the authors, in the month when the house was
last purchased (log(plast,CA)). Standard errors are reported in parenthesis and are clustered by zip code.
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2005:2007 2008:2010 2011:2013 2014:2016
size (sqft) 1755.5 1723.8 1736.7 1754.2

[-1.5674] - [-0.7595] [-1.7650]

fraction 1 bed 0.0600 0.0500 0.0566 0.0644
[-1.9191] - [-1.5135] [-3.2931]

fraction 2 beds 0.2507 0.2307 0.2277 0.2503
[-2.0405] - [0.3770] [-2.4754]

fraction 3 beds 0.3900 0.4066 0.3954 0.3741
[1.4833] - [1.1972] [3.6199]

fraction 4+ beds 0.2993 0.3126 0.3203 0.3111
[1.2553] - [-0.8647] [0.1752]

fraction 1 bath 0.1618 0.1576 0.1599 0.1625
[-0.4965] - [-0.3266] [-0.7136]

fraction 2 baths 0.3951 0.3771 0.3887 0.3568
[-1.6127] - [-1.2534] [2.2821]

fraction 3 baths 0.3239 0.3448 0.3314 0.3422
[1.9310] - [1.4853] [0.3052]

fraction 4+ plus baths 0.1192 0.1204 0.1199 0.1385
[0.1677] - [0.0841] [-2.8932]

fraction condo/apt. 0.1702 0.1606 0.1709 0.2032
[-1.1336] - [-1.4548] [-5.9103]

age 38.61 38.79 40.68 40.26
[0.3010] - [-3.7169] [-2.8338]

fraction street parking 0.0138 0.0097 0.0107 0.0118
[-1.6848] - [-0.5373] [-1.0934]

fraction shared laundry 0.0588 0.0496 0.0547 0.0548
[-1.7868] - [-1.1805] [-1.2562]

Obs 3,331 4,434 7,172 8,721

Table 3: Mean of house characteristics for rental houses last purchased in four different vintages: years from
2005 to 2007, from 2008 to 2010, from 2011 to 2013 and from 2014 to 2016. We report in square brackets
t-statistics for a test of the the difference in means between the 2008 to 2010 vintage and each one of the
other three vintages.
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(1) (2)
Equation (5) Equation (5)

with 2005:2010 dummy
Treatment Coefficient dummy 2008:2010 dummy 2008:2010

δ̄ -8.2173 6.3474
Coeff. Short -0.0412 -0.0299
R-square Short 0.627 0.627
Coeff. Long -0.0518 -0.0238
R-square Long 0.859 0.859

Vintage Dummies in Short Reg. YES YES
zip code FE in Short Reg. YES YES

Table 4: Statistical diagnosis of unobservables: The Table reports the value of δ̄ that would make the
unbiased estimate of the treatment coefficient equal to zero (see Section 3.3.2 and Appendix B). The Table
also reports estimates of the treatment coefficients and R-squares for the “short” and “long” regressions. The
short regressions include only acquisition vintage dummies and zip code fixed effects in the conditioning
information. The long regressions include all controls from column 4 of Table 2. In column 1 the specification
of the year of purchase dummies is the same as in Equation (5), and the treatment of interest is the dummy
coefficient for properties last purchased in the years from 2008 to 2010. In column 2 the specification is
changed. We replace the dummy for the 2005 to 2007 vintage with a dummy equal to one for all houses
purchased from 2005 to 2010. In this new specification, the treatment of interest is the dummy for houses
purchased from 2008 to 2010, which directly measures the peak-bust rental spread.
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(1) (2) (3) (4)
Log Rent Log Rent Log Rent Log Rent

dummy 1980s -0.0884*
(0.0500)

dummy 1990:1994 -0.0752***
(0.0253)

dummy 1995:1998 -0.0616***
(0.0124)

dummy 1999:2001 -0.0652***
(0.00873)

dummy 2002:2004 -0.0394***
(0.00644)

dummy 2005:2007 -0.0252***
(0.00595)

dummy 2008:2010 -0.0505***
(0.00489)

dummy 2011:2013 -0.0437***
(0.00457)

dummy 2014:2016 -0.0153***
(0.00408)

log(plast) 0.0829*** 0.0788*** 0.0788***
(0.00495) (0.00501) (0.00501)

log(plast)− πlast 0.148*** 0.0655*** 0.0696*** 0.0427**
(0.0128) (0.0118) (0.0117) (0.0173)

(log(plast)− πlast) ×dummy 1980s 0.143**
(0.0558)

(log(plast)− πlast) × dummy 1990:1994 -0.0517
(0.0814)

(log(plast)− πlast) × dummy 1995:1998 0.109**
(0.0536)

(log(plast)− πlast) × dummy 1999:2001 0.0872**
(0.0388)

(log(plast)− πlast) × dummy 2002:2004 0.0930*
(0.0485)

(log(plast)− πlast) × dummy 2005:2007 0.123***
(0.0370)

(log(plast)− πlast) × dummy 2008:2010 -0.0106
(0.0261)

(log(plast)− πlast) × dummy 2011:2013 0.0260
(0.0225)

(log(plast)− πlast) × dummy 2014:2016 0.0380*
(0.0211)

age -0.00124*** -0.000877*** -0.000886***
(0.000307) (0.000301) (0.000306)

age-sq 7.58e-06*** 4.90e-06* 4.82e-06*
(2.63e-06) (2.53e-06) (2.61e-06)

log(inventory days) 0.0164*** 0.0160*** 0.0160***
(0.00172) (0.00171) (0.00171)

additional controls YES YES YES YES
bedrm dummies YES YES YES YES
bathrm dummies YES YES YES YES
zip code FE YES YES YES YES
F-stat 05:07 - 08:10 14.21 - - -
p-value 05:07 - 08:10 0.0002 - - -
F-stat 05:07 - 11:13 8.60 - - -
p-value 05:07 - 11:13 0.0034 - - -
Obs 29,640 29,640 29,640 29,640
R-sq 0.859 0.858 0.860 0.860

Table 5: Impact of acquisition vintage on current asked rent, after controlling for unobservable characteristics,
using the approach in Genesove and Mayer (2001). plast is the last purchase price of the rental property,
while πlast is the hedonic estimate of the log price based on regression Equation (8). The additional controls
include all the controls used in column 4 (excluding age, age squared and log inventory days) of Table 2.
Standard errors are reported in parenthesis and are clustered by zip code.
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(1) (2) (3) (4)
Log Rent Log Rent Log Rent Log Rent

dummy 1980s -0.0373 -0.0576 -0.0554 -0.0584
(0.0285) (0.0445) (0.0447) (0.0448)

dummy 1990:1994 -0.0866*** -0.0788*** -0.0765*** -0.0777***
(0.0268) (0.0260) (0.0260) (0.0261)

dummy 1995:1998 -0.0588*** -0.0558*** -0.0538*** -0.0552***
(0.00818) (0.00801) (0.00782) (0.00782)

dummy 1999:2001 -0.0570*** -0.0553*** -0.0533*** -0.0544***
(0.00691) (0.00680) (0.00658) (0.00655)

dummy 2002:2004 -0.0407*** -0.0377*** -0.0360*** -0.0365***
(0.00636) (0.00636) (0.00623) (0.00621)

dummy 2005:2007 -0.0336*** -0.0306*** -0.0292*** -0.0296***
(0.00600) (0.00615) (0.00609) (0.00608)

dummy 2008:2010 -0.0565*** -0.0523*** -0.0515*** -0.0530***
(0.00464) (0.00479) (0.00474) (0.00473)

dummy 2011:2013 -0.0460*** -0.0435*** -0.0438*** -0.0453***
(0.00473) (0.00475) (0.00479) (0.00475)

dummy 2014:2016 -0.0145*** -0.0139*** -0.0131*** -0.0134***
(0.00490) (0.00478) (0.00478) (0.00476)

absentee 0.00691** 0.00391
(0.00347) (0.00363)

corporation 0.0178***
(0.00683)

(log(plast)− πlast) 0.178*** 0.179*** 0.178***
(0.0113) (0.0115) (0.0115)

age -0.00119*** -0.00101*** -0.00102*** -0.00102***
(0.000387) (0.000379) (0.000378) (0.000378)

age-sq 1.23e-05*** 1.09e-05*** 1.09e-05*** 1.09e-05***
(3.22e-06) (3.22e-06) (3.22e-06) (3.22e-06)

log(inventory days) 0.0157*** 0.0146*** 0.0146*** 0.0145***
(0.00171) (0.00157) (0.00156) (0.00157)

bedrm dummies YES YES YES YES
bathrm dummies YES YES YES YES
zip code FE YES YES YES YES
F-stat 05:07 - 08:10 16.75 14.56 15.52 16.93
p-value 05:07 - 08:10 0.0000 0.0001 0.0001 0.0000
Obs 24,992 24,672 24,672 24,672
R-sq 0.869 0.876 0.876 0.876

Table 6: Impact of acquisition vintage on current rents, controlling for both house characteristics and
landlord type. We control for landlord type by adding to the specification of Equation (5) dummies equal to
one if the landlord was absentee or a corporate entity at the time of purchasing the property. Corporate
entities are a subset of absentee landlords. Estimates are based on the sample of rental listings matched with
Corelogic deed files records. Standard errors are reported in parenthesis and are clustered by zip code.
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(1) (2) (3)
Log Inv. Days Log Inv. Days Log Inv. Days

AFT AFT AFT 2005:2010
log(R) 0.597*** 1.324***

(0.0409) (0.404)
log(R)-sq -0.0430*

(0.0235)
dummy 2005:2007 0.0633*

(0.0334)
additional controls YES YES YES
bedrm dummies YES YES YES
bathrm dummies YES YES YES
zip code FE YES YES YES
Weibull Par. 95% C.I. [1.39,1.42] [1.39,1.42] [1.55,1.64]
Obs 36,331 36,331 6,061

Table 7: Effect of asked rents on time on market, based on the accelerated failure time (AFT) model in
Equation (9). The dependent variable is the log of the number of days the house remains listed. In column 3
the sample is restricted to homes last purchased between January 2005 and December 2010. Standard errors
are reported in parenthesis and are clustered by zip code.
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(1) (2) (3) (4) (5)
Log Rent Log Rent Log Rent Log Rent Log Rent
High or Low LTVlast

LTVlast > 0.95 0.0446*** 0.0452*** 0.0223*** 0.0225***
(0.00871) (0.00858) (0.00407) (0.00406)

LTVlast ≤ 0.50 -0.0234*** -0.0238***
(0.00682) (0.00674)

LTVlast 0.0867***
(0.00969)

log(plast) 0.0837*** 0.0863*** 0.0683*** 0.0681*** 0.0717***
(0.0114) (0.0110) (0.00520) (0.00517) (0.00520)

age -0.000769 -0.000682 -0.000904** -0.000881** -0.000924**
(0.000961) (0.000879) (0.000418) (0.000411) (0.000411)

age-sq 6.08e-06 5.09e-06 9.78e-06*** 9.50e-06*** 9.83e-06***
(8.63e-06) (7.89e-06) (3.57e-06) (3.52e-06) (3.51e-06)

log(inventory days) 0.0120*** 0.0121*** 0.0150*** 0.0150*** 0.0150***
(0.00294) (0.00296) (0.00173) (0.00174) (0.00174)

log(plast)− πlast 0.0892*** 0.0747 0.146*** 0.156*** 0.155***
(0.0293) (0.0873) (0.0121) (0.0349) (0.0352)

log(plast)− πlast× vintage NO YES NO YES YES
bedrm dummies YES YES YES YES YES
bathrm dummies YES YES YES YES YES
zip code FE YES YES YES YES YES
Obs 3,953 3,953 19,741 19,741 19,741
R-sq 0.894 0.895 0.872 0.872 0.872

Table 8: Effect of initial leverage (LTV ) at the time of house purchase on current rents. LTVlast is the
loan-to-value ratio for the mortgage on the rental property at the time of purchase, plast is the last purchase
price of the rental property, and πlast is the hedonic estimate of the log purchase price based on regression
Equation (8). Estimates are based on the sample of rental listings matched with Corelogic deed files records.
In columns 1 and 2 the sample is restricted to properties with original LTVlast greater than 0.95 or smaller
or equal than 0.5 (High or Low LTVlast). Standard errors are reported in parenthesis and are clustered by
zip code.
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(1) (2) (3) (4)
Log Rent Log Rent Log Rent Log Rent

LTVlast ≤ 0.50 LTVlast ≤ 0.75 LTVlast ≤ 0.50 LTVlast ≤ 0.75
log(plast,zip) 0.0970*** 0.0416***

(0.0252) (0.00928)
dummy 1980s 0.439***

(0.0326)
dummy 1990:1994 0.286 0.0754

(0.453) (0.115)
dummy 1995:1998 -0.147*** -0.0539***

(0.0524) (0.0204)
dummy 1999:2001 -0.113*** -0.0603***

(0.0331) (0.0131)
dummy 2002:2004 -0.0232 -0.0213*

(0.0284) (0.0121)
dummy 2005:2007 -0.0110 -0.0230*

(0.0384) (0.0119)
dummy 2008:2010 -0.0876*** -0.0607***

(0.0294) (0.00855)
dummy 2011:2013 -0.0467 -0.0531***

(0.0329) (0.00755)
dummy 2014:2016 -0.0290 -0.0144*

(0.0248) (0.00794)
(0.0555) (0.0209) (0.0511) (0.0203)

age -0.00116 -0.00141** -0.00130 -0.00154**
(0.00190) (0.000669) (0.00193) (0.000683)

age-sq 5.50e-06 1.18e-05** 7.00e-06 1.32e-05**
(1.77e-05) (5.68e-06) (1.81e-05) (5.82e-06)

log(inventory days) 0.0145* 0.0156*** 0.0133* 0.0155***
(0.00741) (0.00247) (0.00724) (0.00249)

log(plast)− πlast 0.234*** 0.221*** 0.218*** 0.214***
(0.0555) (0.0209) (0.0511) (0.0203)

additional controls YES YES YES YES
bedrm dummies YES YES YES YES
bathrm dummies YES YES YES YES
zip code FE YES YES YES YES
Obs 1,195 8,431 1,183 8,336
R-sq 0.885 0.871 0.888 0.870

Table 9: Evidence of anchoring behavior: Effect of acquisition vintage on current rents for homes that were
purchased with a loan-to-value ratio (LTVlast) below 0.5 (columns 1 and 3), or below 0.75 (columns 2 and
4). In columns 3 and 4, we replace the acquisition vintage dummies with the log of the ZHVI price index in
the month when the house was last purchased and in the zip code where the house is located (log(plast,zip)).
Standard errors are reported in parenthesis and are clustered by zip code.
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Figures

Figure 1: Number of rental listings per zip code in the dataset.
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Figure 2: The blue bars show the average monthly rent per square foot for listings of 2 bedroom houses
in the city of Los Angeles, by vintage of house purchase. Note that the sample of rental listings has been
collected over the period from December 2018 to March 2019. We compare the pattern in the cross-section of
rents (blue bars) against the time series evolution of aggregate house prices across acquisition vintages, which
is measured using the S&P Case-Shiller repeated sale index for Los Angeles (the red line). The index is set
equal to 100 in January 2000.

57



1995:1998 1999:2001 2002:2004 2005:2007 2008:2010 2011:2013 2014:2016 2017:2019
-0.08

-0.06

-0.04

-0.02

0

1995:1998 1999:2001 2002:2004 2005:2007 2008:2010 2011:2013 2014:2016 2017:2019

-1

-0.5

0

0.5

Figure 3: The top panel shows estimates of purchase/acquisition vintage dummies from the specification of
Equation (5) in column 4 of Table 2. The dependent variable is log monthly rent, and the dummies measure
the log differences in the cross-section of current rents between the rent asked by houses purchased in each
vintage and the rent asked by houses purchased in 2017-2019. The bottom panel shows purchase/acquisition
vintage year dummies from the regression specification in column 3 of Table A.2. The dependent variable is
the log of the last purchase price of the house, and the estimates of the dummies in this second panel can be
interpreted as an historical house price index, showing the log difference between purchase prices in each
vintage with respect to the 2017-2019 vintage. All estimates are based on rental listings from the state of
California, collected over the period from December 2018 through March 2019.
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Figure 4: While Figure 3 reports evidence based on California rental listings, the current Figure reports
evidence based on rental listings from the state of Texas, collected over the period from December 2018
through March 2019. Similar to Figure 3, the top panel shows estimates of purchase/acquisition vintage
dummies from the specification of Equation (5) in column 4 of Table 2. The dependent variable is log monthly
rent, and the dummies measure the log differences in the cross-section of current rents between the rent asked
by houses purchased in each vintage and the rent asked by houses purchased in 2017-2019. The bottom panel
shows purchase/acquisition vintage year dummies from the regression specification in column 3 of Table A.2.
The dependent variable is the log of the last purchase price of the house, and the estimates of the dummies
in this second panel can be interpreted as an historical house price index, showing the log difference between
purchase prices in each vintage with respect to the 2017-2019 vintage.
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Figure 5: Distribution of time on market (inventory days) for houses purchased at the peak (2005-2007)
and the bust (2008-2010) of California housing markets. The Figure shows kernel density estimates for the
number of days until the listing was removed, or the number of days the listing had been available till our
last collection date, for houses that were still listed at that point. Densities are estimated using a Normal
kernel with optimal bandwith chosen according to the methodology in Silverman (1984).
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Appendix

A Additional Tables

(1) (2) (3) (4)
Log Rent Log Rent Log Rent Log Rent

Excluding Houses Last Purchased in 2008
dummy 1980s -0.128*** -0.104*** -0.103*** -0.0926***

(0.0149) (0.00912) (0.0122) (0.0123)
dummy 1990:1994 -0.0916*** -0.0798*** -0.0738*** -0.0656***

(0.0129) (0.00782) (0.00996) (0.00996)
dummy 1995:1998 -0.0508*** -0.0620*** -0.0520*** -0.0470***

(0.0101) (0.00655) (0.00784) (0.00795)
dummy 1999:2001 -0.0495*** -0.0650*** -0.0582*** -0.0551***

(0.00861) (0.00562) (0.00678) (0.00677)
dummy 2002:2004 -0.0380*** -0.0502*** -0.0423*** -0.0400***

(0.00711) (0.00474) (0.00528) (0.00528)
dummy 2005:2007 -0.0302*** -0.0344*** -0.0297*** -0.0283***

(0.00784) (0.00457) (0.00520) (0.00517)
dummy 2008:2010 -0.0649*** -0.0587*** -0.0545*** -0.0526***

(0.00771) (0.00475) (0.00514) (0.00515)
dummy 2011:2013 -0.0506*** -0.0481*** -0.0449*** -0.0439***

(0.00608) (0.00395) (0.00426) (0.00425)
dummy 2014:2016 -0.0197*** -0.0176*** -0.0161*** -0.0167***

(0.00549) (0.00358) (0.00381) (0.00380)
age -0.00152*** -0.00145***

(0.000418) (0.000398)
age-sq 9.79e-06** 9.60e-06***

(3.90e-06) (3.67e-06)
log(inventory days) 0.0163*** 0.0162***

(0.00164) (0.00157)
log(size) 0.389*** 0.389*** 0.382***

(0.0167) (0.0179) (0.0177)
agent listing -0.00881*** -0.0109*** -0.0128***

(0.00243) (0.00269) (0.00270)
shared laundry -0.0587*** -0.0567*** -0.0582***

(0.00809) (0.00861) (0.00816)
townhouse -0.0946*** -0.105*** -0.104***

(0.00578) (0.00646) (0.00633)
condo -0.106*** -0.116*** -0.119***

(0.00754) (0.00892) (0.00886)
multi -0.129*** -0.139*** -0.133***

(0.00752) (0.00862) (0.00848)
street parking -0.0351*** -0.0395*** -0.0514***

(0.0111) (0.0125) (0.0125)
studio -0.370*** -0.392*** -0.390***

(0.0304) (0.0351) (0.0345)
refrigerator 0.0232***

(0.00395)
dishwasher -0.000921

(0.00287)
no pets -0.0185***

(0.00282)
hardwood floor 0.0316***

(0.00282)
forced heat 0.0106***

(0.00301)
no AC -0.0268***

(0.00807)
central AC 0.0316***

(0.00400)
floor (condo) 0.00323**

(0.00126)
bedrm dummies NO YES YES YES
bathrm dummies NO YES YES YES
zip code FE YES YES YES YES
F-stat 05:07 - 08:10 12.85 19.38 16.25 16.28
p-value 05:07 - 08:10 0.0004 0.0000 0.0001 0.0001
Obs 42,930 42,930 36,486 36,486
R-sq 0.625 0.857 0.856 0.858

Table A.1: Robustness of the effect of acquisition vintage on current rents. We replicate the analysis in the
first 4 columns of Table 2, after removing from the data rental listings for houses last purchased in 2008. The
Table also shows the F -statistic and the relative p-value of a test for the null that the dummy coefficient for
properties last purchased from 2005 to 2007 and the dummy coefficient for properties last purchased from
2008 to 2010 are equal. Standard errors are reported in parenthesis and are clustered at the zip code level.
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(1) (2) (3) (4)
Log Purchase Price Log Purchase Price Log Purchase Price Log Purchase Price

Dec 2018 $ Dec 2018 $
dummy 1980s -1.475*** -1.447*** -0.684*** -0.656***

(0.0361) (0.0382) (0.0341) (0.0351)
dummy 1990:1994 -1.236*** -1.244*** -0.713*** -0.719***

(0.0215) (0.0227) (0.0219) (0.0233)
dummy 1995:1998 -1.204*** -1.222*** -0.785*** -0.803***

(0.0156) (0.0146) (0.0157) (0.0146)
dummy 1999:2001 -0.877*** -0.900*** -0.533*** -0.556***

(0.0141) (0.0129) (0.0140) (0.0128)
dummy 2002:2004 -0.444*** -0.462*** -0.163*** -0.182***

(0.0126) (0.0118) (0.0126) (0.0118)
dummy 2005:2007 -0.124*** -0.134*** 0.0987*** 0.0882***

(0.0153) (0.0135) (0.0155) (0.0136)
dummy 2008:2010 -0.550*** -0.542*** -0.394*** -0.386***

(0.0126) (0.0112) (0.0127) (0.0112)
dummy 2011:2013 -0.545*** -0.538*** -0.437*** -0.431***

(0.0109) (0.00976) (0.0109) (0.00977)
dummy 2014:2016 -0.174*** -0.180*** -0.120*** -0.127***

(0.00837) (0.00719) (0.00844) (0.00721)
age -0.00437*** -0.00432***

(0.000824) (0.000805)
age-sq 3.31e-05*** 3.27e-05***

(8.09e-06) (7.90e-06)
log(size) 0.533*** 0.534***

(0.0209) (0.0211)
shared laundry 0.0648*** 0.0667***

(0.0184) (0.0184)
townhouse -0.180*** -0.179***

(0.0107) (0.0108)
condo -0.177*** -0.178***

(0.0112) (0.0112)
multi-family -0.174*** -0.175***

(0.0152) (0.0152)
street parking 0.00958 0.00754

(0.0269) (0.0269)
studio 0.309*** 0.310***

(0.0573) (0.0574)
bedrm dummies NO YES NO YES
bathrm dummies NO YES NO YES
zip code FE YES YES YES YES
Obs 41,882 36,574 41,561 36,264
R-sq 0.642 0.764 0.612 0.747

Table A.2: Effect of acquisition vintage on the last purchase price of the rental properties in our sample. In
columns 1 and 3, the dependent variable is the nominal purchase price of the property, while in columns
2 and 4 the dependent variable is the real purchase price (expressed in terms of December 2018 dollars).
Standard errors are reported in parenthesis and are clustered by zip code.
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(1) (2) (3) (4) (5) (6)
Log Rent Log Rent Log Rent Log Rent Log Rent Log Rent

≥ Median Rent < Median Rent
dummy 1980s -0.109*** -0.101*** -0.0923*** -0.0958*** -0.0978*** -0.0863***

(0.0148) (0.0189) (0.0191) (0.00972) (0.0142) (0.0143)
dummy 1990:1994 -0.0925*** -0.0870*** -0.0789*** -0.0677*** -0.0564*** -0.0468***

(0.0111) (0.0141) (0.0140) (0.0104) (0.0125) (0.0125)
dummy 1995:1998 -0.0680*** -0.0596*** -0.0549*** -0.0503*** -0.0373*** -0.0313***

(0.00964) (0.0112) (0.0113) (0.00696) (0.00825) (0.00828)
dummy 1999:2001 -0.0690*** -0.0636*** -0.0611*** -0.0544*** -0.0426*** -0.0383***

(0.00791) (0.00957) (0.00961) (0.00712) (0.00819) (0.00808)
dummy 2002:2004 -0.0464*** -0.0368*** -0.0357*** -0.0530*** -0.0454*** -0.0414***

(0.00745) (0.00792) (0.00794) (0.00542) (0.00621) (0.00612)
dummy 2005:2007 -0.0269*** -0.0193** -0.0183** -0.0428*** -0.0408*** -0.0376***

(0.00692) (0.00775) (0.00768) (0.00547) (0.00617) (0.00615)
dummy 2008:2010 -0.0507*** -0.0474*** -0.0470*** -0.0630*** -0.0583*** -0.0552***

(0.00645) (0.00695) (0.00701) (0.00498) (0.00543) (0.00545)
dummy 2011:2013 -0.0442*** -0.0420*** -0.0416*** -0.0514*** -0.0476*** -0.0452***

(0.00660) (0.00703) (0.00700) (0.00447) (0.00466) (0.00466)
dummy 2014:2016 -0.00787 -0.00523 -0.00621 -0.0253*** -0.0251*** -0.0251***

(0.00576) (0.00605) (0.00606) (0.00414) (0.00435) (0.00440)
age -0.00239*** -0.00221*** -0.00124*** -0.00128***

(0.000448) (0.000448) (0.000412) (0.000400)
age-sq 2.09e-05*** 1.96e-05*** 5.81e-06* 6.24e-06*

(3.88e-06) (3.80e-06) (3.51e-06) (3.39e-06)
log(inventory days) 0.0164*** 0.0161*** 0.0145*** 0.0149***

(0.00235) (0.00223) (0.00217) (0.00211)
log(size) 0.513*** 0.513*** 0.503*** 0.239*** 0.230*** 0.227***

(0.0225) (0.0249) (0.0248) (0.0169) (0.0180) (0.0179)
agent listing -0.0105*** -0.0130*** -0.0151*** -0.00840*** -0.0102*** -0.0127***

(0.00352) (0.00385) (0.00392) (0.00289) (0.00323) (0.00327)
shared laundry -0.0714*** -0.0623*** -0.0628*** -0.0442*** -0.0465*** -0.0498***

(0.0111) (0.0116) (0.0110) (0.00956) (0.0102) (0.00958)
townhouse -0.0938*** -0.100*** -0.0982*** -0.0834*** -0.0954*** -0.0954***

(0.00810) (0.00914) (0.00891) (0.00725) (0.00769) (0.00765)
condo -0.101*** -0.105*** -0.107*** -0.101*** -0.113*** -0.119***

(0.0114) (0.0135) (0.0134) (0.00800) (0.00956) (0.00967)
multi -0.124*** -0.126*** -0.121*** -0.132*** -0.148*** -0.141***

(0.0108) (0.0129) (0.0126) (0.0105) (0.0112) (0.0110)
street parking -0.0300* -0.0429** -0.0569*** -0.0418*** -0.0441*** -0.0512***

(0.0167) (0.0180) (0.0179) (0.0131) (0.0151) (0.0150)
studio -0.288*** -0.306*** -0.304*** -0.416*** -0.438*** -0.437***

(0.0450) (0.0506) (0.0496) (0.0355) (0.0413) (0.0408)
refrigerator 0.0186*** 0.0219***

(0.00555) (0.00451)
dishwasher -0.00146 0.000119

(0.00467) (0.00327)
no pets -0.0155*** -0.0212***

(0.00410) (0.00365)
hardwood floor 0.0282*** 0.0332***

(0.00401) (0.00337)
forced heat 0.00152 0.0191***

(0.00438) (0.00355)
no AC -0.0346*** 0.00196

(0.0107) (0.00788)
central AC 0.0423*** 0.0158***

(0.00619) (0.00404)
floor (condo) 0.00229* 0.00425**

(0.00134) (0.00177)
bedrm dummies YES YES YES YES YES YES
bathrm dummies YES YES YES YES YES YES
zip code FE YES YES YES YES YES YES
F-stat 05:07 - 08:10 6.65 8.01 8.62 14.95 10.96 10.66
p-value 05:07 - 08:10 0.0101 0.0048 0.0034 0.0001 0.0010 0.0011
Obs 22,188 19,181 19,181 21,956 18,259 18,259
R-sq 0.824 0.824 0.827 0.822 0.818 0.821

Table A.3: Effect of acquisition vintage on current rents, across housing units demanding rents above
and below median. We replicate the analysis in columns 2, 3 and 4 of Table 2 within two subsamples of
the data. In columns 1, 2 and 3 the sample is restricted to listings that ask monthly rent greater or equal
than the median. In columns 4, 5 and 6 the sample is restricted to listings that ask monthly rent below the
median. The Table also shows the F -statistic and p-value of a test for the null that the dummy coefficient for
properties last purchased from 2005 to 2007 and the dummy coefficient for properties last purchased from
2008 to 2010 are equal. Standard errors are reported in parenthesis and are clustered by zip code.
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(1) (2) (3) (4) (5) (6)
Log Rent Log Rent Log Rent Log Rent Log Rent Log Rent

≥ Median zip code Income < Median zip code Income
dummy 1980s -0.117*** -0.118*** -0.112*** -0.0526*** -0.0418*** -0.0327***

(0.0149) (0.0185) (0.0190) (0.00817) (0.00978) (0.00978)
dummy 1990:1994 -0.0847*** -0.0816*** -0.0757*** -0.0594*** -0.0497*** -0.0415***

(0.0123) (0.0154) (0.0153) (0.00815) (0.00951) (0.00962)
dummy 1995:1998 -0.0702*** -0.0648*** -0.0625*** -0.0334*** -0.0241*** -0.0185***

(0.00986) (0.0111) (0.0113) (0.00510) (0.00616) (0.00606)
dummy 1999:2001 -0.0720*** -0.0693*** -0.0679*** -0.0371*** -0.0261*** -0.0223***

(0.00799) (0.00943) (0.00944) (0.00501) (0.00613) (0.00598)
dummy 2002:2004 -0.0532*** -0.0470*** -0.0468*** -0.0368*** -0.0299*** -0.0257***

(0.00716) (0.00777) (0.00777) (0.00379) (0.00436) (0.00427)
dummy 2005:2007 -0.0375*** -0.0309*** -0.0315*** -0.0259*** -0.0224*** -0.0194***

(0.00712) (0.00804) (0.00800) (0.00398) (0.00442) (0.00439)
dummy 2008:2010 -0.0568*** -0.0545*** -0.0556*** -0.0414*** -0.0371*** -0.0338***

(0.00668) (0.00741) (0.00750) (0.00354) (0.00373) (0.00371)
dummy 2011:2013 -0.0415*** -0.0396*** -0.0409*** -0.0367*** -0.0329*** -0.0305***

(0.00573) (0.00609) (0.00608) (0.00294) (0.00313) (0.00311)
dummy 2014:2016 -0.00769 -0.00723 -0.00900 -0.0226*** -0.0215*** -0.0209***

(0.00561) (0.00597) (0.00599) (0.00304) (0.00321) (0.00322)
age -0.00106** -0.000945** -0.00195*** -0.00198***

(0.000417) (0.000419) (0.000360) (0.000345)
age-sq 1.06e-05*** 9.98e-06*** 9.72e-06*** 9.94e-06***

(3.73e-06) (3.72e-06) (3.43e-06) (3.28e-06)
log(inventory days) 0.0175*** 0.0169*** 0.00494*** 0.00543***

(0.00198) (0.00191) (0.000954) (0.000937)
log(size) 0.532*** 0.530*** 0.522*** 0.149*** 0.140*** 0.139***

(0.0223) (0.0244) (0.0245) (0.0119) (0.0128) (0.0127)
agent listing -0.0152*** -0.0173*** -0.0187*** -0.00523*** -0.00526*** -0.00691***

(0.00361) (0.00395) (0.00401) (0.00195) (0.00204) (0.00202)
shared laundry -0.0502*** -0.0471*** -0.0499*** -0.0316*** -0.0320*** -0.0347***

(0.00963) (0.0103) (0.0101) (0.00482) (0.00515) (0.00503)
townhouse -0.0854*** -0.0885*** -0.0868*** -0.0502*** -0.0585*** -0.0593***

(0.00808) (0.00920) (0.00904) (0.00443) (0.00470) (0.00470)
condo -0.0954*** -0.0950*** -0.1000*** -0.0692*** -0.0807*** -0.0805***

(0.0113) (0.0131) (0.0131) (0.00494) (0.00555) (0.00575)
multi -0.0957*** -0.0956*** -0.0911*** -0.0998*** -0.114*** -0.110***

(0.0137) (0.0154) (0.0154) (0.00568) (0.00656) (0.00647)
street parking -0.0293* -0.0436** -0.0560*** -0.0239** -0.0245** -0.0280**

(0.0163) (0.0172) (0.0171) (0.0108) (0.0122) (0.0119)
studio -0.109** -0.128** -0.136** -0.367*** -0.375*** -0.371***

(0.0529) (0.0598) (0.0590) (0.0221) (0.0251) (0.0250)
refrigerator 0.0217*** 0.00369

(0.00473) (0.00308)
dishwasher -0.00286 0.00246

(0.00459) (0.00226)
no pets -0.00900** -0.0240***

(0.00401) (0.00225)
hardwood floor 0.0234*** 0.0239***

(0.00373) (0.00229)
forced heat -0.00550 0.0166***

(0.00414) (0.00238)
no AC -0.0333*** 0.00507

(0.00999) (0.00635)
central AC 0.0324*** 0.00860***

(0.00519) (0.00249)
floor (condo) 0.00333* 0.000326

(0.00190) (0.000775)
bedrm dummies YES YES YES YES YES YES
bathrm dummies YES YES YES YES YES YES
zip code FE YES YES YES YES YES YES
F-stat 05:07 - 08:10 9.58 11.03 12.01 14.02 7.49 7.67
p-value 05:07 - 08:10 0.0021 0.0010 0.0006 0.0002 0.0064 0.0058
Obs 22,262 19,623 19,623 21,740 17,662 17,662
R-sq 0.769 0.773 0.776 0.798 0.798 0.802

Table A.4: Effect of acquisition vintage on current rents, across housing units in zip codes with average
household income above and below median. We replicate the analysis in columns 2, 3 and 4 of Table 2 within
two subsamples of the data. In columns 1, 2 and 3 the sample is restricted to listings for houses located in
zip codes with average income greater or equal than the median (based on 2016 zip code-level average income
calculated by the IRS). In columns 4, 5 and 6 the sample is restricted to listings for houses located in zip
codes with average income below the median. The Table also shows the F -statistic and p-value of a test for
the null that the dummy coefficient for properties last purchased from 2005 to 2007 and the dummy coefficient
for properties last purchased from 2008 to 2010 are equal. Standard errors are reported in parenthesis and
are clustered by zip code.
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B Unobservable Selection and Coefficient Stability

An abbreviated version of the analysis in Oster (2016) is sketched below. Consider the

following regression equation:

yi = βxi + w1,i + w2,i + ei

where xi is the treatment of interest for observation i, w1,i is a scalar capturing the observed

characteristics of i and w2,i is a scalar capturing unobserved quality of i. Assume that

w1,i = ψW̃1,i, where W̃1,i is a vector of observable characteristics. Also assume that w1 and

w2 are orthogonal, i.e. w2 captures variation unobserved quality that is not spanned by the

observable characteristics. There will always be a scalar δ such that:

δ
σ1,x

σ2
1

= σ2,x

σ2
2

where σ1,x = Cov(w1, x), σ2,x = Cov(w2, x), σ2
1 = V ar(w1) and σ2

2 = V ar(w2). Now,

consider a “short” regression, including only the treatment xi as a control; β◦ and R◦ are

the regression coefficient and the R2 from the short regression. Consider then the “long”

regression including both xi and w1,i, with output β̂ is R̂. Oster (2016) shows that, under

some restrictive assumptions:

β∗ − β̂ ≈ δ
(
β̂ − β◦

) 1− R̂
R̂−R◦

,

where β∗ is the unbiased estimator of the population value of β. The bias is increasing in

the difference in the slope estimates between the “short” to the “long” regression, and is

decreasing in the change of R. The exact representation in the equation above holds only

under the assumption that the relative contributions of each observable control (each element

of W̃1,i) to x is the same as its contribution to y. This assumption does not hold in general in

the data. However, Oster (2016) shows that even after removing the restrictive assumptions,
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a consistent estimator of β∗ can still be found. This estimator will retain the key properties

and intuition of the basic case. Moreover, Oster (2016) shows that her framework can be

further extended to a case where the short regression includes in the conditioning information

not only x, but also some of the observable controls. This last case is the one we implement

in our study.
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